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‘ 1. The E-balanced (Hyper-)Graph Partitioning Problem |

Graph: G= (V,E)
m models relationships between objects

Hypergraph: H= (V, E)
m generalization = edges connect > 2 vertices

m dyadic (2-ary) relationships m arbitrary (d-ary) relationships

Task:
Partiton G/H = (V,E,c: V — Ry, w : E — Ry ) into k disjoint blocks V4, ..., V) such that

m blocks V; are roughly equal-sized: c(V;) < (1 +¢) {%\/)W

m objective fct. on edges is minimized: cut=) .-, i w(e), connectivity=) o t(A — 1) w(e),
where A = # blocks connected by edge e
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3. Multilevel (Hyper-)Graph Partitioning
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4. Algorithmic Innovations

Min-Hash Based
Sparsification

Max-Flow Min-Cut Refinement

Community-Aware
Coarsening
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‘ 5. Open Source (Hyper-)Graph Partitioning Software |

KaHIP - Karlsruhe High Quality Partitioning:  KaHyPar - Karlsruhe Hypergraph Partitioning:
®mhttp://algo2.iti.kit.edu/kahip/ w®whttp://www.kahypar.org

a multilevel graph partitioning algorithms ® n-Level approach
m parallel evolutionary algorithm ® cut and connectivity optimization

a perfectly balanced partitioning m recursive bisection & direct k-way

6. Experimental Results

Extensive experiments on large benchmark sets of graphs and hypergraphs confirm that KaHIP
and KaHyPar compute high-quality solutions — outperforming competing state-of-the-art tools.
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B Mt-KaHIP 1 @ Mt-Metis 1 -+ ParHIP 1
Mt-KaHIP & Mt-Metis & ParHIP 8
B Mt-KaHIP 16 @ Mt-Metis 16 + ParHIP 16

Algorithm

® KaHyPar @ PaToH-Q
® hMetis-R ® PaToH-D
® hMetis-K
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