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Zusammenfassung

Mit der Zunahme von parallelen Rechenknoten in Hochleistungsrechnersystemen
steigt die Wahrscheinlichkeit von Hardwareausféllen fiir Anwendungen, welche auf
Millionen von Knoten laufen. Aus diesem Grund miissen zukiinftige Anwendungen
Knotenausfille erwarten, erkennen und behandeln.

Im Ramen dieser Arbeit entwickeln wir ein dezentrales, fehlertolerantes MapRe-
duce Framework fiir iterative Algorithmen, das mit Knotenausfall umgehen kann.
Unser Framework folgt dem Bulk Synchronous Parallel Modell (BSP) und verwen-
det eine zuféllige statische Lastverteilung wiahrend der Shuffle Phase. Wir stellen
einen Fehlertoleranzmechanismus vor, welcher wihrend der Shuffle Phase zuséatzliche
Selbstnachrichten austauscht und im Speicher ablegt. Im Gegensatz zu bisherigen
Ansétzen speichern wir keine Checkpoints auf einem fehlertoleranten Dateisystem.

Dartiber hinaus stellen wir ein rein MPI basiertes MapReduce Framework, sowie
eine hybride Parallelisierung mit mehreren OpenMP Threads pro Prozess vor. Wir
beweisen die erwartete Laufzeit der verschiedenen MapReduce Phasen und Fehler-
toleranzmechanismen.

Wir implementieren die "Word Count', "Page Rank"', "Connected Component"
und R-Mat Algorithmen in unserem Framework und fithren Laufzeitexperimente
durch. Wir beobachten einen superlineare Speedup fiir das Abspeichern und Senden
der Selbstnachrichten. Die anderen Phasen, aufler die Shuffle Phase, haben optimale
Speedups, wenn die Eingabe im Vergleich zu der Anzahl an Prozessen und der
Flaschenhals Last grof3 genug ist.

Abstract

The increase in parallel compute nodes in a high-performance computing (HPC)
system is followed by an increase in hardware failures for applications running on
millions of nodes. Therefore, future large-scale parallelized applications need to
expect, detect and handle compute node failure.

We provide a decentralized fault-tolerant MapReduce framework for iterative al-
gorithms designed to handle a HPC node failure. Our framework follows the bulk
synchronous parallel model (BSP) by using random static load balancing during the
shuffle phase. We propose a fault-tolerance mechanism, which exchanges additional
self-messages during the shuffle phase and saves them in memory. In contrast to
previous approaches, we do not save checkpoints on a fault-tolerant file system.

Furthermore, we provide a purely MPI based MapReduce framework, as well as
a hybrid parallelization using multiple OpenMP threads per process. Moreover,
we prove the expected runtime of the different MapReduce phases and the fault-
tolerance mechanism.

Finally, we implement the word count, page rank, connected component, and
R-Mat algorithms in our framework and perform runtime experiments. We can
observe super linear speedups for the save self-message phase. The other phases of
our framework, except the shuffle phase have optimal phases if the input is large
enough compared to the number of processes and the bottleneck workload.
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1 INTRODUCTION

1. Introduction

1.1. Motivation

High-Performance Computing (HPC) systems are designed to solve computationally intensive
tasks by large-scale parallelization. In the future, the number of compute nodes in a HPC
system is predicted to further increase. The exascale computing project suggests for instance
to employ up to 10° nodes with 1000 cores each to achieve more than 10 floating point oper-
ations per second [37, 67].

The probability of a failure during an execution on a HPC system increases with the number of
used nodes and cores [38, 92]. The mean time between failures (MTBF) is a metric indicating
the average time between two successive failures. Cappello et al. [92] predict that a conser-
vative MTBF of 100 years for a compute node implies a failure every 53 minutes on average
for an execution on 10° nodes. Furthermore, hardware failures are expected to become more
frequent [91, 92]. The transistors and wires get smaller, which are more likely to fail. Moreover,
they age more rapidly, which further increases their failure rate. Therefore, future large-scale
parallelized applications need to expect, detect and handle compute node failure.

Processing large amounts of data requires a distribution of the computation between multi-
ple machines [35]. Hence, software engineers need to take data distribution, parallelization,
fault-tolerance, and load balancing into account. This led to the introduction of MapReduce
libraries, which provide these functionalities [35]. Due to its simplicity and scalability, MapRe-
duce is popular for 'big data’ applications [63, 86].

Many MapReduce frameworks follow the master/worker design pattern and are designed to run
on commodity hardware. Moreover, they do not employ the message passing interface (MPI)
mostly used on high-performance computing (HPC) systems [16, 34, 35, 39]. While most MPIT
based implementations [46, 77] do mnot support fault-tolerance, the FT-MRMPI
library [52] employs ULFM [23] to handle failures. The user-level failure mitigation (ULFM)
MPI implementation provides tools to detect and recover from process failures. FT-MRMPI
uses checkpoints saved on a fault-tolerant file system to continue after failure.

To the best of our knowledge, no in-memory decentralized fault-tolerant MPI based MapReduce
framework for iterative algorithms without checkpoints to a fault-tolerant file system exists.

1.2. Contribution

In the following thesis we engineer a decentralized, in-memory, and fault-tolerant MapReduce
framework for iterative algorithms running on high-performance computing (HPC) systems.
We introduce a fault-tolerance mechanism for single process failures, which we generalize for
compute node failures. Contrary to previous approaches, we do not save periodic checkpoints
on a fault-tolerant file system. The messages send between processes on the same node (self-
messages) are saved in-memory on a different node. Our MapReduce framework uses these
self-messages and the data sent during the previous shuffle phase to recover the data lost by a
process failure.

We implement an MPI based MapReduce framework using the bulk synchronous parallel model,
with random static load balancing, and supporting single node failures for iterative algorithms.
Furthermore, we prove their expected runtime of O m—”’), where m is the number of machine
words, w the total work load, and m as well as w are large enough (Section 6). Moreover, we
implement a hybrid MPI version of our fault-tolerant MapReduce framework using multiple
OpenMP threads on each process and prove their expected runtime.

Additionally, we implement a Word Count, a PageRank, a connected component, and a R-MAT
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MapReduce algorithm in our framework. We use these algorithms as a benchmark to perform
strong and week scale experiments on real world data sets. We conclude that saving self-
messages scales well with increasing number of processes and is faster than the other phases.

1.3. Structure of Thesis

In Section 2, we introduce a theoretical model for high-performance computing and MapRe-
duce operation as well as some general definitions. Furthermore, we describe the Word Count,
PageRank, connected component, and R-MAT MapReduce algorithms (Section 4), which we
use as benchmark during our experiments. Section 5 contains the general overview of our
MapReduce framework as well as a single process and node fault-tolerance mechanism. We
describe the different phases of our purely MPI based algorithm (Section 6) and prove their
runtime. Moreover, Section 7 contains our hybrid MapReduce algorithm and its expected
execution times. We explain our experimental setup in Section 8, which we use during our run-
time experiments in Section 9. We conclude our thesis in Section 10. Finally, Sections A to C
contain additional information and figures.



2 FUNDAMENTALS

2. Fundamentals

We design a parallel library for execution on high-performance computing systems. We de-
scribe a theoretical parallel model in Section 2.1. Our algorithm is based on the MapReduce
programming paradigm introduced in Section 2.2. Section 2.3 contains some general graph
definitions used in different benchmark algorithms in Section 4. Section 2.4 describes the balls
in bins model.

2.1. High-Performance Computing (HPC) Systems

High-Performance Computing (HPC) Systems are designed to solve computationally intensive
tasks by large-scale parallelization. As a large network of interconnected machines, HPCs are
able to process large amount of data in parallel. Figure 1 illustrates their general structure.
A HPC consists of compute nodes linked by a communication network. For simplicity, we will
use the term node instead of compute node in this thesis. Each node has its own local memory,
therefore we can model HPC systems by using a distributed memory model [86].

The compute nodes in the HPC we use follow the Non-Uniform Memory Access (NUMA)
principle [64]. A compute node can be divided into multiple NUMA nodes, which possess
their own local memory and a fixed number of cores. Cores can access the local memory on
another NUMA node on the same compute node. To access the local memory of a different
NUMA node a core needs to request and transfer the data over a network. This is slower than
the memory access its own NUMA node, which we have to take into consideration during the
implementation of an algorithm.

To execute a parallel program and communicate between processes on different cores we use
the Message Passing Interface MPI [29]. MPI starts p MPI processes on different cores and
provides operations to send messages between them. In this thesis we use the term processes
for MPI processes. Each process has its own unique rank between 1 and p, where call n its size.
To execute an MPI program on a HPC we have to specify the number of nodes n and tasks ¢
per node. Then the batch system starts p = n -t processes, which can be bound to a specific
core. This prevents the process to switch its execution to another core, which could lead to
performance loss.

N, 0 N, n—1
compute node compute node
numa node numa node

PP R N
[local memory [local memory
numa node numa node

- g Rl R
[local memory | [local memory |

communication network

Figure 1: General simplified structure of a high-performance computing systems and illustration
of the thoeretical HPC model.
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An algorithm using a hybrid parallelization starts an MPI processes per node and parallelizes
locally using a shared memory library like OpenMP. Then each node can use ¢ parallel threads,
which have random access to their local shared memory. This approach can reduce the MPI
communication and achieve a speedup compared to pure MPI parallelization. Since the shared
memory access time of a thread at another NUMA node is slow, we can start an MPI processes
per NUMA node.

We model a HPC sytsem (Figure 1) as tuple S = (C, M, N), where C'is a set of cores, M is a
set of m NUMA nodes and N a set of n compute nodes. Each NUMA node M; € M is a set
of t cores. The set M partitions C' into equally sized and pairwise disjoint sets. The compute
nodes N partition the NUMA nodes M into equally sized and pairwise disjoint sets.

We represent an MPI execution on a HPC system S = (C, M, N) as tuple (S, P,7v), where
P = {1,...,p} is the set of p MPI processes. The function v : P — 2¢ maps each process to
a set of unique cores. Each core corresponds to at most one process and each process has the
same nonzero number of cores. We call v the process binding of an MPI execution. This process
binding allows us to allocate physical resources to MPI processes and address the non-uniform
memory access problem of HPC compute nodes.

2.2. MapReduce

A MapReduce [35, 86] framework or library is used to apply user-defined functions to a list or
multi-set A C I of input elements. We are interested in sequences of MapReduce operations,
especially iterative algorithms, where input and output of two successive operations are the
same.
A MapReduce algorithm is a sequence < MRy, ..., MR;, ..., MR; > of | MapReduce operations
MR;. Let A; C I; be a multi-set, where A; are the input elements of M R; and I; represents
the input type. We define K; as the set of keys and V; the set of values. Let D; C O; be the
multi-set of output elements, where O; is the output type. Each MapReduce operation MR, is
a tuple (u;, pi, Si, hy), consisting of the following functions:

o A user-defined map function pu; to produce multiple key-value pairs from an input element:

JI7R [l — 2Ki><vi
o A user-defined reduce function p; to map the key-values pairs to output elements:

o A bijective serialization function s; to transform keys and values to and from a byte
sequence:
s; » K; UV, — list < bytes >

o A function to hash keys with a seed in N:
hz‘ K % N—-N

Let MR; and MR;; be two successive MapReduce operations with i € {1, ..., —1}. To ensure
fault-tolerance we require that the output of MR, is equal to the input of MR;,1:

D; = Ay

We omit the indices for readability if we consider only a single MapReduce operation M R.
Algorithm 1 and Figure 2 illustrate the application of a user-defined map and reduce function.
We can divide a MapReduce operation into three different phases:
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2.2 MAPREDUCE

1) map phase: First, the user-defined map function p produces for each input element e € A
zero or multiple key-value pairs as intermediate data

B={]Jule) CKxV,
e€A

where K is a set of keys, V' a set of values and B a list or multi-set.

2) shuffle phase: During the shuffle phase we group the intermediate key-value pairs by their
keys and produce key-values pairs (k, X) € C, where

C={(kX): ke KAX ={z: (k) e B} 0.

Note that the shuffle phase in a parallel MapReduce framework requires communication
to gather all pairs with the same key on the same process.

3) reduce phase: The reduce phase applies the user-defined reduce function p to all key-values
pairs and produces the output elements

D= {J plkX)CO.
(k,X)eC

The set O represents the possible output elements, while D is the multi-set or list of
output elements.

All in all; Lines 2 and 5 in Algorithm 1 represent the map and reduce phase. Line 3 corresponds
to the shuffle phase. In the following sections, we will discuss different MapReduce frameworks
with slightly different user-defined map and reduce functions, but the general phases and ideas
remain the same.

During our runtime analyses, we use the following parameters of the MRC" complexity class
(Section 3.2,[86]). Let MR=(u, p,s,h) be a MapReduce operation. Let w be the total time
needed to apply the user-defined map p or reduce p functions on all input elements A sequen-
tially. This includes serializing and deserializing all key-value pairs as well as hashing their
keys. The term w indicates the maximum time to apply a user-defined map p or reduce p
function. Let m bet the number of machine words needed to save the input A, output D and
intermediate elements B. The user-defined map or reduce functions produce or consume at
most m machine words.

AC]T
Algorithm 1: High level map reduce application map phase
Input: A, pu: I — list(K, V), B=Ueaple) CK xV
p: (K list(V)) — list(O)
B : list(K,V) shuffle .
foreache € Ado B = BU u(e) O ={(k, X): k€ KA
C' = shuffle(B X:{m(k,x)EB}#Q}
= shuffle(B)
D : list(O)
foreach (k,X) € Cdo D=DUpk,X) D = vg.x)ec p(k, X) € O
return D

Figure 2: Illustration of the phases in a
MapReduce operation [86].
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2.3. Graph Theory

In this section we list our graph theory related definitions and notations, which we use in our
benchmark algorithms in Section 4. Let G = (V, E) be a directed graph, with a vertex set V
and a edge set E C V x V. We call v € V a vertex and (z,y) € E an edge. The vertices
x and y are called endpoints of edge (z,y). In this thesis we do not allow the synonym node
for a vertex, since this term is reserved for compute nodes in a HPC system. We define the
set of out-neighbors of a vertex v € V as O(v) = {u|(v,u) € E} and the set of in-neighbors
as I(v) = {ul(u,v) € E}. We define O, (v) = O(v) U {v} as the outgoing neighbors of v € V'
including v. Similar we set I, (v) = I(v) U {v} for v € V. Let S CV be a subset of vertices of
the graph G. The induced subgraph G[S] = (S, E’) of G is the graph with vertices S and edges
E' = {(u,v) € S x S|(u,v) € E} containing the edges of e € E with endpoints in S. A path
in G is a sequence (vq, vy, ..., v,) of pairwise distinct vertices v; € V', with (v;,v;11) € E. The
length of a path is the number of edges connecting its vertices. For a vertex set S and graph G,
the induced subgraph G[S]| = (S, E’) is a connected component if each distinct vertices u,v € S
are connected by a path from u to v and v to u.

2.4. Balls in Bins

The balls in bins model analyzes the action of sequentially assigning m balls into n bins. We
chose each bin interdependently and uniformly at random. We are interested in the expected
maximum number b(m,p) of balls in a single bin, where m indicates the number of balls
and p the number of bins. In the context of random static load balancing b(m, p) indicates
the maximum number of subproblems allocated to a process. We use m for the number of
subproblems and p for the number of processes.

The analysis of algorithms online load balancing use the balls in bins model [78]. While using
hash tables, we assign elements to locations according to a hash function. This function should
distribute elements with an equal probability. We can use the balls in bins model to analyze
hash conflicts, which occur if multiple elements are mapped to the same location. During
random online load balancing, a network of n servers handles m requests. If we assign requests
randomly between the servers, we can analyze the problem using the balls in bins model.

Our MapReduce library combines hashing and random static load balancing. We use the balls
in bins model to analyze the time complexity (Section 7). In particular, we require Theorem 2.1
to get a bound for the expected maximum number b(m, p). Raab et al. [78] prove Theorem 2.1,
the for us relevant case of their Theorem 1.

Theorem 2.1. Let M be the random variable counting the mazimum number of balls in a bin.
We consider the balls in bins model with m balls and p bins. Then P(M > k,) = o(1) if a > 1

and
Ly ey 22t log(p) if plog(p) < m < p polylog(p)
a= Yy m lo loglo . ’
oy [l (1 L) i plogh(p) < m
Proof. Raab et al.[78] prove this theorem. O

During our run time analyzes in Sections 6 and 7 we require Lemma 2.2.

Lemma 2.2. Given the balls in bins problem with m balls and p bins with expected mazimum
occupancy b(m,p), m € N and p € N\ {1,2}. If m € Q(plog(p)), then b(m,p) € O (%) :

Proof. This Lemma follows directly from Theorem 2.1. We perform a more detailed proof in
Section A. ]
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3. Related Work

In Section 3.1 we discuss how MPI applications can be made fault-tolerant using different
mechanisms. In particular, this section introduces the User-Level Failure Mitigation library
(ULFM). We design our framework with ULFM in mind. We present a theoretical analysis of
MapReduce computations using realistic machine models in Section 3.2. Section 3.3 introduces
six MapReduce frameworks designed for multiple platforms and different optimization goals.
Section 3.6 provides us with a worst-case analysis for randomized static load balancing used in
our MapReduce library.

3.1. Fault-Tolerant MPI

The Message Passing Interface (MPI) is a library used to efficiently parallelize applications
running on high-performance computing (HPC) systems [29]. An MPI program starts multiple
processes in parallel on multiple cores, which can be situated on different compute nodes. This
library provides operations to communicate between these MPI processes. MPI can detect if
a communication between processes was unsuccessful, but does not provide any functions to
recover in case one of the parallel processes fails and crashes. Standard MPI programs need to
abort the execution in the presence of a failure. The current state of an MPI implementation
is saved in a communicator, which is damaged in case of a failure.

One approach to recover MPI applications from failures is to rely on a rollback recovery strat-
egy [23]. In case of a process failure the application aborts and restarts. By saving checkpoints
during execution, the restarted MPI program can resume from a later state and does not need
to recompute from the beginning. An example of this approach is the detect/restart fault-
tolerance mechanism of FT-MRMPI described in Section 3.3.4.

The CoCheck MPI implementation [93] provides fault-tolerance by performing periodical syn-
chronous checkpoints. During an execution of an application using CoCheck MPI, the library
makes and saves the state of the entire application automatically. In case a failure occurs,
CoCheck MPI can roll back to the last saved state and resume its execution. CoCheck MPI
performs the checkpoints synchronously to save a consistent state of all processes at once. A
major drawback of this approach is the synchronization overhead and saving the entire applica-
tion state can be expensive depending on the application [93]. Libraries like Starfish MPI [14]
and MPICH-V [26] have a similar approach and perform checkpoints or log the sent messages
in order to recover from a global saved state in case of a failure.

Reinit [28, 47| is a fault-tolerant MapReduce framework following the bulk synchronous parallel
(BSP) paradigm. The user has to periodically save synchronous checkpoints. In case a failure
occurs, the application restarts from the last checkpoint. The major difference between this
framework and CoCheck MPI is that the user has to manage the checkpoints. Depending on
the use case, this does not require to save the entire application state. This can be more time
and space efficient depending on the application [28]. Note that Reinit does not abort the
current MPI execution, but respawns new processes to replace the lost ones.

fault-tolerant MPI libraries like FT-MPI [41, 42] and ULFM [23] on the other hand provide
functions to detect the failed processes and recover the communicator of the MPI library. This
means we do not have to create expensive checkpoints. FT-MPI and ULFM provide the tools
for the library user to detect and resolve failures on its own. Therefore, the user can choose the
fault-tolerance mechanism, which he wants to implement. This can increase the efficiency of
fault-tolerant applications. This allows each algorithm to define its own fault-tolerance strat-
egy. For instance, a program which reads a large data set into memory from a file has a large
execution state. The algorithm does not need to include this data set into its checkpoints if it
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is not modified. In case of a failure the data can be reread from the file.

The fault-tolerant MPI library FT-MPI [41, 42] provides three different operations to handle
and recover from process failures. These procedures produce a new functioning communicator,
similar to the standard MPI_Comm_{create, split, or dup} functions. A call to shrink removes
the failed processes from the communicator and renames the processes consecutively. This re-
quires to use MPI_Comm_rank to get the new rank of the current process. The blank operation
keeps the rank of the remaining processes, but a communication with a failed process is invalid
and results in an error. The rebuild operation spawns new MPI processes equal to the number
of failed processes.

Since we use ULFM [23] in our implementation, we are going to explain this framework in more
detail. ULFM stands for user-level failure mitigation, which implies that the fault-tolerance
and failure handling are left to the library user. Similar to FT-MPI, ULFM provides operations
to detect failures and receive a functioning communicator. We use a shrink procedure, which
removes the failed processes. ULFM restores MPI objects and enables communication after a
failure.

ULFM notifies a failure to the user on a per operation bases. Only processes which participate
in a communication with a failed process get notified. Other processes do not notice the failure.
Non-communicating processes can continue their execution. Furthermore, it is possible that
during a failed collective operation only part of the processes receive an error message. This can
happen for instance during an MPI_Broadcast operation. A part of the processes can receive
their message successfully, while the rest could not receive their data.

ULFM’s error handling is called a non-uniform error reporting, since failures are known only
locally. An advantage of this approach is that failures do not have to be propagated to all MPI
processes. This has performance advantages compared to notifying each process [23]. If we
want to propagate the error to all processes, then we need to send heartbeat messages between
each process to test if a process is still alive. Unfortunately, this results in a large amount of
system noise by small messages, which is inefficient in MPI.

Note that this non-uniform error reporting is not viable for all algorithms, therefore ULFM
provides the collective non-synchronizing MPI_Comm_revoke operation. It has a similar behav-
ior than MPI_Abort and does not require a symmetric call on all processes. This means at
least one process has to call MPI_Comm_revoke and the remaining processes get notified. After
detects an error, a process can use revoke if failure requires all processes to participate during
the recovery. The following MPI communication functions will return a revoke error message.
Note that a process has to perform a communication to determine whether another process
called MPI_Comm_revoke.

TOCESSeS:
P 0 Recv 1 Revoke
1

detect
Failure

Failure

9 Recv 3

Revoked
3 Recv 0

Revoked
4 Recv 3

Figure 3: Illustration of the ULFM workflow to detect and notify failures [23]. The horizontal
lines represent the execution of a process. The operations on each process are executed
from left to right.
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Figure 3 illustrates the failure detection workflow at the user side. Process 1 crashes and
cannot participate in the communication with process 0, whose receive operation returns an
error. Meanwhile, processes 3 and 4 can communicate even though the process already failed.
After receiving the error message process 0 performs the revoke operations, which is noticed
by processes 2 and 3 during their next communication. Note that process 2 gets a revoke error
although it’s a communication with process 3 and not 0 or 1. Furthermore, process 4 continues
its execution without noticing that process 1 failed.

After a process has called the MPI_Comm_revoke operation, no successful communication is pos-
sible. Therefore, the user has to call the MPI_Comm_shrink command, which produces a new
functioning communicator by removing the failed processes. This command can be compared to
the MPI_Comm_dup or MPI_Comm_split operations, which produce a new communicator. During
a call of MPI_Comm_shrink, the processes are renamed and get ranks from 0 to p,e,,, where ppe.,
is the number of remaining processes. If a failure occurs during shrinking the communicator,
the additionally failed processes are removed too.

Revoking and shrinking are time expensive operations and not all algorithms require to syn-
chronize for recovery. Thus, ULFM provides point-to-point communication to test if a process
has failed or not. These are the only communication operations, which can be used if a com-
municator has been revoked.

The MPI_Comm_agree operation computes the logical and of all boolean values provided by each
process. This operation is costly and should be used sparsely to get a consistent view of the
status of a communicator. If a process has failed and is contained in the communicator, then
ULFM uses false as input for this process. This operation competes successfully even if the
communicator contains failed processes.

To sum up, ULFM provides operations to detect failures and restore a functioning MPI com-
municator. The user has to implement the error handling and needs to resort lost data. ULFM
allows to send messages between functioning processes by using a communicator containing
failed processes. The user can use a revoke operation to notify all processes that a failure
occurred.

MATCH [51] is a benchmark suit to compare fault-tolerant MPI implementations, especially
ULFM and Reinit. MATCH implements six different proxy applications from the ECP [81] and
LLNL ASC [71] application suits using both frameworks. The benchmark algorithms are often
used in high-performance computing, for instance iterative solvers, multi-grid and molecular
dynamics. Proxy applications are simplified benchmark algorithms used to quickly test key
features of different frameworks. MATCH performs the checkpoints by using the fault-tolerant
interface (FTI) [21]. FTI is a framework allowing the user to make and manage checkpoints ef-
ficiently. The MATCH [51] tests conclude that Reinit outperforms ULFM for their benchmark
algorithms.

Unfortunately, our application cannot use the Reinit interface easily. Our fault-tolerant MapRe-
duce implementation does not save checkpoints on disk, but exchanges additional messages.
Therefore, ULFM provides a good interface for our use case.

3.2. Theoretical Models

Karloff et al.[55] propose two complexity classes to analyze theoretical MapReduce algorithms,
the MapReduce Class (MRC) and the Deterministic MapReduce Class (DMRC). DMRC
contains the MapReduce algorithms consisting of a polylogarithmic amount of map m; and
reduce r; operations executed as sequence < mq,7y,...,My, 7, >. Let n be the input size and
€ > 0 be a constant. The map m; and reduce r; operations have a polynomial time complexity
and require sub-linear space: O(n'~¢). The memory requirement of the key-value pairs pro-
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duced by a map operation m; must be sub-quadratic: O(n*7%). MRC is a DMRC, which
allows randomization. The final output of a MapReduce algorithm in MRC has a probability
of % to be correct.

The complexity class N'C contains parallel algorithms, which require O(log’ n) time by using
O(n’) parallel processors, where 7,7 > 0. P is the class containing algorithms that can be
solved in polynomial time. Karloff et al.[55] prove that DMRC C P and if P # NC, then
DMRC C NC. The authors suspect but could not prove that P C DMRC.

These theoretical MapReduce classes have disadvantages arising from a gap between theory
and practice [86]. First, MRC algorithm do not have to attain a speedup compared to the best
sequential algorithm. Furthermore, they can use O(n* %) space, which can lead to memory
inefficient algorithms or even algorithms that exceed the available storage space. The com-
plexity class MRCY solves these problems by applying a more realistic machine model [86].
MRCT introduces four new parameters. The term w indicates the total time needed to apply
the user-defined map p and reduce p function on the input data sequentially. The maximum
time over all user-defined map or reduce functions applied on all input elements is w. MRC"
uses m to express the total memory used to save the input, output and intermediate key-value
pairs. The term m describes the maximum number of machine words produced or consumed
during a user-defined map or reduce function call.

Let’s execute a MapReduce algorithm on a distributed memory computing system with p pro-
cesses and the input data being distributed so that each process stores (’)(% + m) words.
Then the MapReduce algorithm can be implemented so that each expected local work is
©(% + w + log p) and has a communication bottleneck volume of ©(%* + m + log p). The local
work is the number of clock cycles and waiting rime needed by a process and bottleneck volume
is the maximum number of machine words communicated by a process.

Figure 4 gives an overview of a bulk synchronous parallel (BSP) based algorithm to achieve the
theoretical complexity. The MapReduce algorithm starts with the input data distributed evenly
between the different processes. Then each process applies the user-defined map function. The
static load balancing by distributing the input evenly can lead to imbalanced execution. There-
fore, we can use distributed work stealing to redistribute work during the map and reduce phase
if the initial partitioning was imbalanced.

~ ,
h workstéaling ’/ﬂ

p Reduce

Reduce Reduce

ensure:posteondition

Figure 4: Illustration of the steps in the BSP MapReduce algorithm [86]. It consists of a map
phase, followed by a prefix sum to determine the destination of key-value pairs and
then a shuffle phase. Furthermore, the BSP MapReduce algorithm uses work stealing
during the reduce phase followed by a random redistribution of output elements.
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The main goal during the shuffle phase is to get the key-value pairs produced by the map phase
with the same keys to the same process. Furthermore, the algorithm should distribute the data
evenly so that each process receives (9(% +m) words. Mapping the hashed keys to processes as
done in previous sections can produce an imbalanced distribution. By computing a prefix sum
over the hashed keys and determining the send data per hash value, the key-value pairs can be
better distributed. Finally, during the reduce phase one call to a user-defined reduce function
can produce multiple elements. From the second produced element onward, the elements are
sent to a random process. This procedure ensures that the output data is distributed evenly
and a potential new MapReduce operation can be performed.

3.3. MapReduce Libraries

In the following sections, we introduce multiple parallel MapReduce libraries for big data pro-
cessing. In Sections 3.3.1 and 3.3.2 we introduce the first MapReduce framework developed by
Google, as well as Hadoop, its open source implementation. Section 3.3.3 describes MR-MPI
and Mimir, two MPI based MapReduce libraries designed to run on HPC systems. Section 3.3.4
contains a fault-tolerant MapReduce library using MPI and ULFM for communication and
parallelization. In Section 3.3.5 we explain Twister, a fault-tolerant framework for iterative
MapReduce algorithms. We introduce Thrill and Spark in Section 3.3.6. Moreover, we describe
the interfaces of these frameworks as well as their map, reduce and shuffie phase algorithms. If
provided, we explain how their fault-tolerance mechanisms work.

3.3.1. Google MapReduce

Dean et al. [34, 35| present a MapReduce framework in order to facilitate parallel comput-
ing, while ensuring fault-tolerance. Google introduces this framework to analyze large data
collections such as crawled documents and web request logs. These algorithms and data ma-
nipulations are usually straightforward and requires the application of same simple functions.
To finish the computation in a reasonable time, Google requires parallelization on thousands
of machines. Therefore, programmers need to ensure load balancing, fault-tolerance and data
distribution. For instance, the PageRank algorithm introduced in Section 4.2 is conceptually
simple, but the introduction of fault-tolerance and parallelization results in longer design time.
The Google MapReduce library facilitates the implementation of large-scale parallel algorithms,
by abstracting from load balancing, fault-tolerance and data distribution.

The user of the Google MapReduce framework defines a map function p and a reduce
function p. In contrast to the interface introduced in Section 2.2, the input and output are
key-value pairs.

Dean et al. [34] designed the Google MapReduce framework to run on the computing hardware
used at Google. Especially MapReduce is optimized for a large cluster consisting of thousands
of dual-processor x86 machines running Linux and connected by a 1 GB/s Ethernet connec-
tion network. A MapReduce algorithm accesses the input and output date from a distributed
fault-tolerant file system (GFS) [48]. This file system saves the data redundantly to prevent a
data loss in case of a failure.

Figure 5 illustrates the Google MapReduce implementation. The user program defines the map
and reduce functions and invokes the MapReduce framework. This spawns one master process
and multiple worker threads on different machines of the cluster. The master assigns work and
ensures load balancing, while the worker apply the user-defined map and reduce functions. The
input files are saved on the GFS file system, which MapReduce divides into M splits with a size
of 16 — 64 MB. These splits correspond to M different map tasks. The master assigns a map
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Figure 5: Illustration of the Google MapReduce master worker implementation [35].

task to a worker, which loads the corresponding split from the distributed file system. Then the
mapper applies the map function p to each element and saves the intermediate key-value pairs.
The local disk of a map worker is divided into R partitions, where each partition corresponds
to a reduce task. The mapper saves the intermediate pairs (k,v) periodically into partition
(h(k) mod R), where h is a hash function. The map workers pass the partition locations back
to the master, who waits until the map phase has processed all pairs of a partition p and assigns
them to a reduce worker. This worker first acquires the corresponding intermediate key-value
pairs and sorts them according to their key. MapReduce uses an external sorting algorithm if
the key-value pairs do not fit into memory.

After sorting, the reduce worker iterates over the intermediate pairs and determines for each
unique key the list of corresponding values. Then the reducer applies the user-defined reduce
p function and saves the outputs to a file on the GFS file system. Finally, if no work remains
the master terminates and the execution of the user program resumes.

Google MapReduce does not support in-memory iterative MapReduce algorithms. This is be-
cause the input and output have to be read from and saved to files on the distributed file
system GF'S. Nevertheless, the user can chain multiple MapReduce executions. In Section 3.3.2
we discuss how the Google MapReduce algorithm can be extended to in-memory MapReduce.
Google MapReduce provides fault-tolerance for worker failures. The master process pings the
workers periodically. If the master receives no response after a certain time, it considers the
worker to have failed. The intermediate key-value pairs are saved on the local disk of the map
worker. Therefore, if the mapper fails, its produced data is lost. The master marks the tasks
executed by the failed worker as uncompleted and redistributes it to a free worker. Similarly,
the uncompleted map and reduce tasks have to be rescheduled. Finally, the master updates the
data location for the reduce worker requiring data from unavailable local disks. The completed
reduce tasks do not have to be rescheduled, because corresponding results are not saved locally
but on a distributed file system.

Currently Google MapReduce does not support the failure of the master process. In case of its
failure, we have to restart the MapReduce execution. We can resolve the failure of the master
process by using periodic checkpoints [34]. The authors consider master failures unlikely and
rescheduling the entire MapReduce computation more efficient.

12
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3.3.2. lterative Hadoop

Apache Hadoop [16] is an open source MapReduce implementation deriving the principles of
Google MapReduce [75, 98]. While the Google library has a C++ interface, Hadoop provides a
Java API and uses the Hadoop Distributed File System (HDFS) [87] instead of the GFS file
system. Similarly to GFS, HDFS provides fault-tolerance. Hadoop requires the same definition
of the user-defined map function p and reduce function p, as given by Dean et al. [34, 35] and
described in Section 3.3.2.

The basic Hadoop implementation follows the same logic as described in Section 3.3.1. This
includes storing the intermediate data on local disks and all its implications for fault-tolerance.
The input and output data have to be saved on the HDFS file system between MapReduce
operations. Condie et al. [32] propose a pipeline system to exchange data between workers
immediately, as well as between different MapReduce operations.

The general idea of the pipeline system is that a map worker sends its produced key-value pairs
directly to the corresponding reducer. This does not require the storage of the intermediate
data on the local disk. Therefore, each map thread opens a TCP connection to each worker who
needs to receive the key-value pairs. This approach has two major disadvantages [32]. First,
the mapper may need to send data to a reduce task which the master has not yet scheduled.
Secondly, even if we could schedule each reduce task, we would need to maintain a TCP connec-
tion between nearly every map and reduce workers. This would come with serious scalability
and performance issues.

To solve these problems, the mapper saves part of the intermediate key-value pairs on their
local disk. Therefore, the mapper saves the pairs locally for unscheduled reducers. If the master
schedules a reduce task, it pulls the necessary data as described in Section 3.3.1. To limit the
number of TCP connections, each map worker has only a connection to a limited number of
reduce workers. The mapper saves key-value pairs destined to not connected workers to the
local disk. Furthermore, if a map worker cannot send data immediately over a TCP connection
Hadoop buffers it locally. This prevents map workers to wait for reduce workers.

Iterative Hadoop has to modify the fault-tolerance mechanism of Google MapReduce to address
the intermediate data coming through a pipeline. Each reduce worker receiving data through a
pipeline keeps track of the incoming data. The reducer processes it without merging it with the
final output. So if a failure interrupts the transmission of a map task, then the reduce task dis-
cards the non-complete data and waits for the master to reschedule the map task. The master
thread reschedules failed reduce tasks, which have to receive the intermediate data again from
each map task. If the map and reduce workers would only communicate through pipelines, this
would require the mapper to recompute nearly every task. Therefore, the map worker saves
the data send over pipelines additionally on their local disk. In case a reduce worker fails, the
new reduce task can request their corresponding intermediate key-value pairs again.

An additional problem of the Google MapReduce algorithm is that a reduce task has to wait
until each map worker has sent the corresponding key-value pairs. This requires the reduce
worker to store the intermediate data on a local disk instead of the map worker. Therefore,
Condie et al.[32] introduce snapshots and the partial execution of reduce tasks. The general
idea is to apply the user-defined reduce function immediately on the available data and save
the results as snapshots. If a reduce task receives new data, then it completes the snapshot.
Hadoop assigns each snapshot a progression status, which estimates their progression.
Hadoop uses these snapshots to construct a pipeline between two successive MapReduce oper-
ations mr; and mre. If mry produces a snapshot, the corresponding reduce worker pipelines
it immediately to a map task in mry. Additionally, the reducer saves the snapshot to the
HDFS file system in case the worker containing the snapshots fail. The reduce worker sends
new updates to the snapshot to the corresponding map worker and replaces it on the HDFS
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file system. Note that the user-defined reduce function interface is changed to allow a partial
execution.

By allowing pipelines between different MapReduce operations, we have to ensure the fault-
tolerance. Hadoop handles failures inside a MapReduce operation as described above. If a map
task in mry fails, then the master reschedules it and the new mapper can load the snapshots
with the highest progression from the distributed file system. The tasks in mry cache the re-
ceived snapshots and their progression. They wait for a new snapshot with higher progression
if the corresponding reduce task in mry fails.

All in all, the pipeline system enables a faster communication inside a MapReduce operation
and between two successive operations. But the fault-tolerance and the limitation of TCP
connections still requires to save data on the local disks and the HDFS file system. Finally,
the introduction of snapshots enables the execution of reduce tasks without waiting for the
completion of each map task.

3.3.3. MR-MPI and Mimir

The map reduce library MapReduce-MPI (MR-MPT) provides a similar functionality to Google
MapReduce introduced in Section 3.3.1. This small and portable C++ framework only requires
a C++ compiler and an MPI library installed on the target system [46, 77]. Plimpton et al. [77]
developed MR-MPI to realize large-scale graph algorithms [77] on HPCs: random graph gen-
erator R-MAT [27], page rank [73], triangle enumeration [30], single-source shortest path and
maximal independent set.

MR-~MPI has a simple C++, C and Python interface providing functions to compute the map,
shuffle and reduce phase. The library user needs to define a map function p and reduce
function p. Similar to Google MapReduce and Hadoop the input and output are key-value
pairs as described in Sections 3.3.1 and 3.3.2. The main difference between this and previous
frameworks is the type of the in and output parameters of the user-defined functions. MR-MPI
requires the user to serialize and deserialize the inputs and outputs during the function defini-
tion. This may have performance advantages but makes it more difficult to use the framework.
MR-MPI allows the user to access a user-defined object during the map and reduce phase. This
object is local for each process. It is the same for each user-defined function executed on the
same process.

MR-MPI requires an MPI environment therefore, the user has to call the map and reduce
phases between an MPI_Init and MPI_Finalize command. This allows to combine MR-MPI
with ordinary MPI commands. To allow this interleave of MPI and MR-MPI functions, the
map reduce library synchronizes all processes after each of its functions with an MPI_Barrier.
Note that the MR-MPI framework does not ensure fault-tolerance and does not provide data
redundancy as Hadoop and Google MapReduce with their fault-tolerant file system. Since
MR-MPI uses an ordinary MPI and not a fault-tolerant version like ULFM, we cannot detect
faults and the application aborts in case of a process failure.

A map reduce operation in MR-MPI illustrated in Figure 6 consists of a map, reduce and shuffle
phase, where the shuffle phase includes an aggregation and a convert phase. The MPI process
applies the user-defined map function locally. MR-MPI divides the input and output key-value
pairs into fixed-sized pages, which it distributes between the different processes. These pages are
not related with the operating system pages, but are preallocated chunks of memory, which the
library uses to avoid memory fragmentation. We can compare pages to the split files and tasks
in Google MapReduce. Pages represent a collection of input elements to which the user-defined
map function is applied at once. The page size is an optimization parameter with a default size
of 64 MB. During the reduce phase MR-MPI applies the user-defined reduce function.
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Figure 6: Illustration of a map and reduce phase executed by the MR-MPI library [77]. This
figure presents the execution on one MPI process. The shuffle phase divides into the
aggregate and convert phase. During the aggregate phase, the intermediate key-value
pairs are sent between processes. The convert phase groups the key-value pairs on
the same process by their key.

The aggregation phase distributes the key-value pairs to the different MPI processes by us-
ing a 32-bit hash function. The key-value pair is sent to process (h(key) mod n), where n
is the number of MPI processes. After partitioning the pairs into send buffers, MR-MPI uses
MPI All to_allv commands to exchange the pairs and ensures that each pair with the same
key is on the same process.

During the convert phase, each MPI process groups the key-value pairs by their key. This
algorithm uses a hash table of fixed size, which does not necessarily fit all keys. Therefore, the
convert phase divides the pairs into partitions. First, MR-MPI fills the hash table and assigns
each key to the first partition. After the hash table is full, MR-MPI scans over the remaining
pairs and estimates the number and size of partitions. The algorithm assigns pairs, whose keys
are already in the hash table to the first partition. By using the estimated partition number
and size, MR-MPI assigns the remaining keys to a partition according to their hashed key. By
using a hash table, the convert phase groups each partition by key and saves keys followed by
their value in pages.

The advantage of this two phase shuffle is that the user can call the aggregate and convert
functions individually. For instance, the user may need all key-value pairs on the same process
but does not need to apply a reduce function. Furthermore, the user may need to group the
key-value pairs locally without shuffling the pairs.

The main problem of MR-MPI is its memory efficiency [46]. On the one side, the shuffle phase
allocates the send and receive buffer each time. On the other side, allocating pages of fixed size
statically leads to more memory usage than needed. The map reduce library Mimir based on
MR-MPI addresses these problems.

To avoid allocating large save and receive buffers for the aggregation phase, Mimir combines
both phases into a MapReduce operation similar to the Google library. Mimir allocates a send
and receive buffer of equal fixed size for each MPI process. After applying the user-defined map
function, the algorithm saves the produced key-value pairs into the correct send buffer and de-
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termines the destination process for each pair as described above. The map phase stops if one
of the send buffers is full and exchanges the buffers by using an MPI_Al1l to_all operation.
After exchanging the messages, Mimir copies the key-value pairs into a list, which is the input
for the convert phase. After copying the pairs Mimir resumes the map phase.

This approach prevents to save all key-value pairs after the map phase before sending. Fur-
thermore, Mimir requires only fixed sized send and receive buffers. Moreover the MapReduce
framework exchanges the pages for a dynamic memory management system, which prevents
allocating too much memory. Note that Mimir still saves all intermediate key-value before
applying the reduce phase, but it does no longer require a large send buffer.

3.3.4. Fault-Tolerant MapReduce-MPI for HPC Clusters

Yanfei et al.[52] developed a fault-tolerant MapReduce framework (FT-MRMPI) to combine
the MPI based implementation of MR-MPI in Section 3.3.3 and fault-tolerance of Google
MapReduce in Section 3.3.1. FT-MRMPI provides two types of fault-tolerance. First, this
framework uses the error handler of standard MPI libraries to abort the MapReduce execution.
This permits a resubmission of the MapReduce job, which uses checkpoints to speedup the
recovery and re-execution. Secondly, FT-MRMPI can use a fault-tolerant MPI implementation
like ULFM to recover from failures without scheduling the MapReduce job again.

As for the previous frameworks, the user has to define a map function p and reduce function p
function. Similar to previous frameworks, the input and output types are key-value pairs. In
contrast to MR-MPI, FT-MRMPI accepts data types instead of serialized elements as key-
value pairs. Therefore, the user has to provide the serialization separately. In contrast to all
previous frameworks FT-MRMPI allows the user to emit only one key-value pair during an
application of p or p.

Figure 7 illustrates the architecture of FT-MRMPI, which uses MPI or ULFM as communication
library. FT-MRMPI saves the input, output and intermediate key-value pairs on the local disk
or the shared HPC file system. This library does not allow in memory MapReduce like the
Hadoop extension introduced in Section 3.3.1. Each process runs the same program using a
distributed master and load balancer. The master divides the input data into small chunks
which are distributed between the different processes using a hash function, similar to MR-
MPI. Furthermore, the master takes track of the processed chunks by using a local and global
task table. We can compare chunks to the MR-MPI pages or Google MapReduce splits.

Reduce Distributed
: Jobs Master
Task Load
Runner Balancer
Failure
Handler
Local Task Global Task
Table Table

Map Reduce Process

| MPI/ULFM |

Figure 7: lllustration of the FT-MRMPI architecture [52]. This figure shows one of the p
identical programs executed by the MPI library in parallel.
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The task runners apply the user-defined map and reduce functions to the different data chunks.
The local task table takes track of the chunks locally processed by the task scheduler and saves
its completion state. The global task table contains information about chunks processed by
other processes. Note that while the local task table is always updated, the global table may
not contain all finished chunks. Each distributed master periodically broadcasts the state of
their local task table, which allows each process to update their global task table. During the
execution of a task, FT-MRMPI makes periodical checkpoints and tracks them with the task
tables.

As soon as a task finishes, the task runner saves the resulting data on the global file system of the
HPC. Checkpoints are usually small, while the HPC file systems are designed and optimized to
handle large I/O operations. FT-MRMPI gathers the checkpoints on a local disk or in memory
and transfers them together to the file system to minimize small I/Os. Note that usually a HPC
nodes have no local disks and can therefore gather the checkpoints in memory. The algorithm
needs to save the checkpoints directly on the shared file system if the memory is too small,
which results in small inefficient I/O operations.

FT-MRMPI initially uses a static load balancing strategy by distributing the intermediate key-
value pairs according to their hashed keys. A new load balancing problem arises during the
recovery. The load balancer needs to redistribute the remaining work of a failed process equally.
While unprocessed chunks should have similar execution times, the distributed scheduler does
not know the remaining time for partially executed tasks, whose checkpoints are located on
the shared file system. To estimate the remaining time, the load balancer takes track of the
execution times of the different tasks and estimates the running time for the different chunks
and checkpoints. FT-MRMPI uses this estimation to redistribute the remaining tasks during
a recovery.

The FT-MRMPI failure handler distinguishes between a checkpoint/restart and detect/resume
fault-tolerance. The former requires only a standard MPI implementation, which needs to
detect failures and aborts the MapReduce execution. By using the saved results of the tasks
during the map and reduce phase, as well as the additional checkpoints the failure handler can
detect the remaining work, which the load balancer distributes. Note that this approach requires
the user to manually resubmit the MapReduce job to the HPC, since FT-MRMPI aborted the
entire execution. The input, intermediate and output data as well as the checkpoints are saved
on the distributed file system of the HPC. Therefore, the data is still available even if a compute
node crashes during the execution.

The detect/resume fault-tolerance relieves the user from having to resubmit the MapReduce
job by using ULFM. In case of a failure, the ULFM library gathers the remaining processes
and indicates which processes have crashed. By using the global task table, the load balancer
can redistribute the remaining task of the failed processes. The algorithm then reloads the
checkpoints from the file system and restores part of the lost data. FT-MRMPI suggests
an alternative version, where the task runner makes no checkpoints. In case of a failure, the
failure handler recomputes all tasks of the crashed processes. This requires no overhead to make
checkpoints during the map and reduce phase, but leads to longer recovery times. Furthermore,
the map tasks do not need to save the intermediate key-value pairs to the file system.

One advantage of the detect/resume compared to the checkpoint/restart method is that FT-
MRMPT has to reload only the checkpoints of the failed processes. The checkpoint/restart
method requires to reload the checkpoints of each MPI process, since the failure handler aborts
the execution. This reduces the number of 1/O operations and therefore the execution time.
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3.3.5. Twister

Twister [39] is a fault-tolerant iterative MapReduce framework similar to the iterative Hadoop
extension and using the Google MapReduce design. Ekanayake et al. [39] designed Twister
to run on multiple compute nodes connected by a broker network. The target systems have
a local disk per node, which contains the input and output data evenly distributed. Twister
provides commands to manage this distributed file system composed of the local disks. For
instance, Twister provides a function to partition files over multiple nodes. This files system is
similar to GFS and HDF'S but does not provide all their functionality. This MapReduce library
provides fault-tolerance only for iterative algorithms. This means the data produced during
one MapReduce operation is lost in case of a failure. The Twister framework requires the user
to define a map and reduce function with the same signature as in Google MapReduce.
Twister uses NaradaBrokering [74]: a message interface following the publish—subscribe mes-
saging pattern. The sender in a broker network does not specify the destination of the message,
but divides the message into classes. In this case, Twister chooses the classes, so that the key-
value pairs produced during the map phase are in the same class. A participant in a broker
network can choose which class he wants to receive and subscribes to this class. Therefore, a
node can receive all key-value pairs in a class and perform the reduce phase on this class.
Figure 8 illustrates the architecture of Twister. A user program starts the Twister library on
the main node, which spawns a deamon process on each compute node. This MapReduce li-
brary distributes the input data for the map phase statically, evenly and randomly between
the different nodes and saves it on their local disks. Each node has a worker pool for the map
and reduce phase. These workers apply the user-defined map functions and push the resulting
intermediate key-value into the broker network.

The reduce worker on the different nodes subscribe to a class of key-value pairs and receive
the data as soon as the map worker classifies them. The reducer buffers the intermediate key-
value pairs until all pairs for the reduce task are gathered. If the memory is not sufficient,
then the intermediate can be stored temporarily on the local disk. During the reduce phase,
Twister applies the user-defined reduce function and saves the results to the local disk. The

Master Node BI‘Ok@I‘ NetWOTk
Main
Program
Twister Deamon Twister Deamon
Memory Memory
m m o« o m e m m o« e m
I‘ o o » I‘ 1" ct 1"
workers workers
intermediate data intermediate data
Local Disk Local Disk

Figure 8: Illustration of the Twister architecture [39]. Each compute node starts a Twister
Deamon consisting of multiple map and reduce workers. Twister exchanges messages
through the broker network.
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next MapReduce operation can use this output.

Furthermore, this library provides two new functions, to facilitate the programming of iterative
algorithms. The Twister user can use these functions in their program to send data to the map
and reduce tasks or get information from the output data. First, Twister has a broadcast oper-
ation, which sends the same data object to all twister deamon processes. The user can access
this object in the user-defined functions. Secondly, Twister provides a combine function, which
the user program can call after a MapReduce operation. This function computes a reduction
over all output key-value pairs and provides a result that can indicate whether an iterative
algorithm should stop. Note that the user has do define a reduction function for all output
elements of the MapReduce operation.

In contrast to FT-MRMPI in Section 3.3.4, Twister does not save checkpoints during the map
and reduce phase. Twister’s approach at fault-tolerance is to save the application state between
MapReduce iterations. Note that if checkpointing is expensive, then Twister does not have to
save its state after each iteration. The number of MapReduce operations between checkpoints
is a tuning parameter. This approach only works if it is possible to save the necessary infor-
mation redundantly. If the computation system only provides a local disk per node and no
global fault-tolerant file system, the checkpoints cannot be saved safely. If during a failure the
non-redundant checkpoints are lost, then the recovery fails.

Twister has to save the data send by the user program directly to the map and reduce phase
by the broadcast method. If a failure occurs, these data and the saved key-value pairs are
sufficient to roll back to the last saved MapReduce operation and recompute all steps. Twister
restarts the computation on a new set of compute nodes.

Furthermore, Twister provides fault-tolerance during the message exchange by using a fault-
tolerant network interface. It assumes that no irreversible failures occur during the communi-
cation. Finally, this framework does not provide fault-tolerance in case the master node with
the user program fails. The reasoning is that master failures are unlikely and if it occurs the
user can restart the program.

3.3.6. Thrill and Spark

Apache Spark [100] is a library that came up to satisfy a larger set of algorithms than a map
reduce framework. The main goal is still to provide an automatic work parallelization, data
distribution and fault-tolerance for big data algorithms on large computer systems. While
still implementing the map and reduce functions, Spark provides more operations which do
not have to be necessarily parallel. The filter function, for instance removes elements that do
not satisfy a certain condition. Furthermore Spark provides a machine learning library MLlib,
which facilitates the design and implementation of scalable machine learning algorithms and
pipelines [84].

Spark functions operate on resilient distributed datasets (RDD). These read-only data struc-
tures divide into multiple partitions distributed between multiple processes. If a RDD partition
is lost, then Spark can recompute the lost data from other RDDs.

The Thrill library [22] is similar to Spark with three major differences. Thrill is C++ imple-
mentation and by exploiting template meta programming achieves faster execution times. The
basic data structures of Thrill are arrays, which allows additional operations, for instance sort-
ing, prefix sums, window scans, and zipping. Note that Thrill does not support fault-tolerance.
The main Thrill data structure is a distributed immutable array (DIA) comparable to Spark
RDDs. We can compare a DIA to a large array, which is distributed evenly over the compute
nodes of a cluster. The user cannot modify this array manually but has to use the by Thrill
provides operations. These operations can be divided into four categories. Source operations
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create a DIA object, for instance by reading a file. Local operations have one or more DIAs
as input and output and require no communication, for example a map phase which applies a
user-defined map function. Distributed operations have DIAs as input and output and require
communication between the different compute nodes, for instance a reduce phase or sorting.
Finally, actions take a DIA as input but do not produce no new DIA., for instance getting the
maximum element.

Moreover, Thrill provides a flat map operation, which correspond to a map phase and applies
a user-defined map function p. Furthermore, Thrill implements an associative reduce opera-
tion, which combines the shuffle and reduce phase in MapReduce frameworks. Note that in
Thrill the user-defined reduce function has to be associative, which is not necessarily the case
in MapReduce frameworks. Similar to FT-MRMPI in Section 3.3.4, the reduce phase of Thrill
allows the user to crate only one key-value pair in the user-defined reduce function. Since Thrill
does not require to perform the map and reduce phase with one operation, we can execute a
map phase after a reduce phase to get the same functionality as Google MapReduce.
Furthermore, Thrill allows the user to chain different functions and create a pipeline. Due to
the template meta programming, the compiler merges multiple local operations into a single
operation without performance loss. This can reduce the total number of operations and the
data flow between local operations.

We describe a MapReduce execution in Trill more precisely. First, the Thrill map phase consists
of simply applying the user-defined map function. The Thrill reduce phase combines shuffling
and reduction. First, Thrill divides the space of keys into w equally sized partitions, where
w is the total number of workers distributed over the cluster. Each worker gets a partition.
Each Thrill worker iterates over their DIA and streams the key-value pairs immediately to
their corresponding worker. This framework uses MPI or TCP for the communication between
workers. Each worker stores the received data in an in-memory vector. If this buffer is full, it
is sorted and saved to the disk. After sorting all key-value pairs, Thrill merges them with a
multiway merge algorithm. After sorting, we can apply the user-defined reduce function and
save the results in a new DIA. Note that we need to define compare operation for the keys.

3.4. Aggregation: Hashing vs. Sorting

During the reduce phase of a MapReduce algorithm, we apply the user-defined reduce function
to all keys and their corresponding values. We thus have to gather all key-value pairs with the
same key and pass them to the user-defined reduce function (Algorithm 1 Line 5). Aggregating
elements according to a key is a well-studied problem in relation with query algorithms in large
database and SQL operations like JOIN and GROUP BY [15, 20, 49, 56, 65, 69].

In literature two major techniques are used to realize aggregation: hashing and sorting. The
core of a hashing based technique is a hash table, which gathers the values of each key. The
advantage of aggregation with hashing is the expected O(1) access time of hash tables [56].
The disadvantage is a performance loss with increasing number of table entries [56, 69]. To
limit comparisons during hash table accesses, the table size should be two times larger than
the number of input elements. This increases the memory requirement. For large hash tables,
an operation can access memory whose page entries are not cached in the translation lookaside
buffer (TLB). Increasing the number of TLB misses leads an increased runtime. Furthermore,
duplicated keys lead to collisions in the hash table. Finally, poor hash functions decrease the
viability of the hash table method drastically [49]. To avoid these disadvantages of hashing
based aggregation, a common approach is to divide the input into partitions according to their
hash value. Then we construct a hash table on each partition [20, 56, 69]. We chose the size of
each partition so that their corresponding hash table fits into the cache.
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Sorting based aggregation techniques sort the elements according to their key. After sorting,
the elements with the same key are situated next to each other. A popular sorting algorithm
for aggregation is a merge sort with a running time in O(nlogn), where n the number of input
elements [15, 20, 56]. The input elements can be sorted using a radix sort to achieve linear
running times [56].

The optimal aggregation technique seems to depend on the used hardware [15, 20, 56]. On
Intel Core i7 from 2009, hash-based aggregation outperforms the sorting algorithm [56]. The
authors [56] claim that future hardware will be more suited for merge sort aggregation, because
of the increasing number of cores, decreasing memory bandwidth, and wider SIMD. A parallel
aggregation executed on a NUMA architecture performs best with a version of the merge sort
algorithm [15]. Furthermore, hardware with sufficiently wide SIMD instructions performs best
with sorting based aggregation [20]. Geafe [20] claims that no technique outperforms the other
in all situations and therefore the aggregation algorithm should be chosen depending on the
use case.

An important optimization metric is the number of cache misses [69]. By efficiently using the
CPU caches, we can speed up the aggregation process [65, 69]. In the case of cache efficient
aggregation, the sorting and hashing approach are equivalent [69]. The external memory model
consists of four parameters characterizing the cache and input. Let N be the amount of input
rows, K the number of groups in the input, M the number of rows fitting into the cache
and B the number of rows per single cache line. Aggregation with a cache efficient sorting
algorithms, like the radix sort IPS?Ra [17], requires roughly 2 - % [log  min (%, K ﬂ +E2+ K
cache line transfers [69]. Aggregation with a single hash table is efficient if the table fits
into the cache (K < M) with % + % cache line transfers. This approach performs worse
with & + 2. (1 — 2£) - N cache line transfers if the hash table does not fit into the cache
(K > M). Finally, the authors [69] propose and optimized sorting and hashing aggregation
with 2 - % ([log% %1 — 1) + % + % cache line transfers.

3.5. In-place Parallel Super Scalar Radix Sort

To group all intermediate key-value pairs, our MapReduce implementation uses sorting based
aggregation as introduced in Section 3.4. We employ IPS? Ra, an in-place cache efficient parallel
MSD radix sort [17]. IPS?Ra provides best results for near-uniform input distribution, small
keys, or a sequential execution. A most significant digit (MSD) radix sort is a non-comparative
sorting algorithm [17, 44] for unsigned integer data types. The authors of [89] extend radix sort
for floating point data types.

Radix sort is related to bucket sort and recursively divides input elements into buckets. IPS?Ra
uses the bits of integer input elements to determine the buckets during sorting. A MSD radix
sort starts with the most significant bit and proceeds to the least significant bit. IPS?Ra starts
with the most significant bit :. We distribute the input elements into two buckets, one where
all elements have 0 as bit ¢ and one for 1. We recursively partition each bucket according
to bit ¢ — 1. The input elements are sorted if we have partitioned according to the least
significant bit.

IPS?Ra is based on an in-place parallel sample sort algorithm IPS%0 [17]. Sample sort is a
generalization of quicksort for multiple pivots. IPS?Ra reuses the highly optimized, in-place,
parallel, and cache efficient distribution operation of IPS*0 to divide elements into two buckets
according to their bits. We can divide this operation into four phases. During sampling, the
algorithm determines the bucket boundaries. The classification divides the input into blocks
so that each element in a block belongs to the same bucket. During permutation the blocks
belonging to the same bucket are gathered and placed in the correct order. The clean-up
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phase handles partially filled blocks and blocks which cross bucket boundaries.

IPS? Ra combines multiple sorting algorithms to optimize its runtime. For buckets with more
than 2!2 elements /PS? Ra uses the distribution operation of IPS*o. If a bucket has less than 22,
then IPS?Ra uses a sequential in-place MSD radix sort [89] as base case. This sequential radix
sort uses quick sort for fewer than 27 elements, which falls back to insertion sort if less than 2°.

3.6. Randomized Static Load Balancing

In our MapReduce algorithms (Sections 6 and 7), we use randomized static load balancing to
distribute the input and intermediate key-value pairs between different parallel processes and
threads. We adopt the abstract static load balancing model [85]. We distribute m subproblems
with sizes s1, ..., s, > 0 among p parallel processes. The total work is represented by w = Y, s;
with maximum work load w = max; s;. The sizes of subproblems are unknown to the load
balancing algorithm. An adversary chooses the sizes s; in order to maximize the running time.
The different subproblems are independent of each other and can be scheduled in any order. A
randomized static load balancing strategy distributes the subproblems s; interdependently and
uniformly between p processes at random.

Let S; be the subproblems assigned to process i. We denote L; = >>i g the random variable
representing the workload at process i. The adversary tries to maximize the maximum load
Lpner = max; L;. This corresponds to the worst-case for the scheduling algorithm. The goal of
a scheduling technique is to achieve an execution with L., < (w4 €)/p for € > 0, while an
adversary tries to maximize the expected running time.

Lemma 3.1. Let m be the total number of subproblems. The worst-case for random static
load balancing occurs if the total work w is divided into [w/w] subproblems with maximum
subproblem size w. The remaining m — [w/w] subproblems have a size of 0.

Proof. This Lemma is proven in Lemma 1. [85]. O

Random static load balancing algorithm can compete with dynamic load balancing for a large
number of subproblems [85]. This method can even outperform dynamic load scheduling tech-
niques when the parallel machines have slow inter-process communication. In our runtime
analyzes (Sections 6 and 7) we require Lemma 3.1 to prove their expected runtime.
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4. MapReduce Benchmark Algorithms

In order to test the correctness and performance of our MapReduce implementation, we im-
plement four MapReduce algorithms. We introduce the word count algorithm in Section 4.1.
We study three iterative MapReduce algorithms: Page rank in Section 4.2, and connected
component in Section 4.3, and R-MAT in Section 4.4.

4.1. Word Count

The word count algorithm computes the number of occurrences of each word in a text. This
algorithm finds applications in data analytics, for instance to analyze research data. Sa-
hane et al. study the research focus in the zoology and botany department by performing
the word count algorithm on a collection of research papers [83]. Word count is a pop-
ular benchmark algorithm to test, improve, and compare the performance of MapReduce
implementations [52, 79, 80, 82, 83].

The input for the map phase is a text, usually contained in one or more files. The word count
MapReduce algorithm then saves each word followed by its occurrence count into one or multi-
ple output files. The user-defined map function is illustrates in Algorithms 2 and takes a string
as input. We split the input by space and emit each word w as key with 1 as value. This
key-value pair corresponds to one occurrence of w in the input text. The user-defined reduce
function shown in Algorithm 3 has a word key and list of ones as input. For each word key
in the input, the list values contains a 1. Therefore, the sum of over all elements in values
correspond to the occurrence count of key. For each key we emit itself and its occurrence during
the reduce phase.

Algorithm 2: User-defined map function: Word Count

Input: text : String // the words in text are delimited by " "
foreach w € split(text,” ”) do // iterate over all words in the text

| emit(w,1) // emit the word w as key and 1 as value
end

Algorithm 3: User-defined reduce function: Word Count

Input: key : String, values : list< N > // key is a word
emit((key,sum(values))) // sum up the elements in values to get the number of occurrence

4.2. PageRank

Google developed PageRank [73] as part of their search engine to rank different web pages
according to their importance. This algorithm takes the world wide web (WWW) as input and
provides a metric to determine the human interest of certain pages. The general idea behind
PageRank is to use the topology of the WWW and relations between web pages to determine
if a page is important for a user. In addition to its importance in search engines, PageRank
has a MapReduce reduce implementation which is commonly used as a benchmark algorithm
to test and compare different libraries [39, 52, 58, 22].

In our implementation and to facilitate notations, we represent the WWW as directed un-
weighted graph G = (V, E). We represent each web page by a unique vertex a € V and an
edge (a,b) € F represents a link from page a to b € V. This allows us to represent pages with
integer data types and we do not require long strings for links. If the input is a web graph with
string links, we can map each link to a unique integer value in a preprocessing step.
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PageRank determines the rank by using the web structure and links between web pages. Intu-
itively PageRank simulates a person clicking random links on the WWW. This corresponds to
a random walk through the web, where the surfer clicks on successive links randomly and has
a probability of a € [0, 1] to visit a random web page instead. Let a € V be a web page, then
the surfer visits each linked page b € O(a) next with a probability of

1
0(a)|’
PageRank determines for each page a € V' the probability p(a) € [0, 1] of a random surfer to

visit it. In other words, if a lot of web pages refer to a or if an important page links to a, then
it is likely a random surfer would visit it. Since the ranks p(a) of a page is a probability we

have
Z p(a) = 0.

acV

(1-a)

We can calculate the page rank iteratively by using the following formula [54]:

Prti(a) = ! ]_Va +a Z) ]2”‘(?))’, (4.1)

bel(a

where a is a web page, p,(a) is the rank of a at iteration n, N = |V/| the number of pages in the
web, I(a) the pages which contain a link to page a, O(a) the pages to which u has a link and «
a dampening constant. Note that the dampening constant corresponds to the probability of
the random surfer to visit a random page.

We can implement PageRank using an iterative map reduce framework. The input for this
MapReduce application is a graph G = (V, E) representing a network of pages. We illus-
trate the user-defined map function p : (N,R,2Y) — list < N, (R, 2Y) > and reduce function
p: (N list < (R,2Y) >) — (N, R, 2%) in Algorithms 4 and 5. The input of the map and output
of the reduce functions is a triple containing a page a, its current rank p(a) and its outgoing
neighbors O(a). The keys are pages and the values are pairs consisting of a rank and a list of
nodes.

During the map phase, we iterate over the outgoing neighbors b € O(a) of a page a and emit b
as key and a pair as value. This pair consists of | g((z))‘ and an empty set. Finally, we emit a as
key and (o0, O(a)) as value. We have to send the outgoing neighbors to reduce phase because
we need them again in the next map phase. During the reduce phase, we calculate the new

Algorithm 4: User-defined map function: PageRank
Input: (a,p(a),O(a))

foreach b € O(a) do // iterate over all outgoing links
‘ emit(b, (%, 0)) // emit the current rank divide by the number of outgoing links

3 end
emit(a, (00, O(a))) // emit the outgoing links for future iterations

Algorithm 5: User-defined reduce function: PageRank
Input: b, values

p(b) = 5% + - Xa ) cvatuesnstoo T // calculate the new rank according to Equation 4.1
O(b) = O with (z,0) € values A x = 0o // extract the outgoing links
emit (b, p(b), O(b)) // emit the page, new rank and outgoing links for the next iteration
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rank according to Equation 4.1 and gather the outgoing links for the next iteration. The triples
emitted by the reduce phase are the input triples with updated page rank p(a).

We repeat the map phase followed by the reduce phase for a fixed number of iterations. It is
possible to implement PageRank so that the algorithm stops after the ranks between iterations
differ only by a small constant ¢ > 0. We initialize the ranks with %, where N is the total
number of pages.

A common idea of the parallel MapReduce libraries introduced in Section 3.3 is to send the key-
value pairs (a, (o0, O(a))) to process i = (hash(a) mod p), where p is the number of parallel
processes. The pairs containing O(a) have a larger serialization and the shuffle phase does not
need relocate them. In Section B we introduce an alternative PageRank MapReduce algorithm
with 3 consecutive MapReduce operations.

4.3. Connected Components

Connected component (CC) algorithms are basic tools to analyze and use large graphs in
social, communication, and information networks [57]. An example is the use as a subroutine
in clustering algorithms [33, 36]. Vitali et al.[96] use CC algorithms to analyze the structure
of a corporate control network to determine the ownership between transnational corporations.
Marina et al. [66] analyze the routing performance of unidirectional links in multi-hop wireless
networks by calculating CCs.

Let G = (V, F) be a directed graph. A strongly connected component [72, 24] is a maximum
vertex set C' C V so that G[C] is a connected component. For each distinct vertices u,v € V'
there is a path between u and v. There is no path form =z € V' \ C and u. A CC algorithm
partitions V' into pairwise disjoint vertex sets {Uj, ..., U.}, where G[U;] is strongly connected
fori e {1,...,c}.

Kiveris et al. [57] implement an iterative connected component algorithm using a MapReduce
framework. The inputs to the following algorithms are a graph G = (V, E') represented as an
edge list and a unique label [, for each vertex v € V. The output is a set of tuples (v,c¢,),

Algorithm 6: Large star MapReduce operation of the connected component algorithm

Map (u, v) // use the vertex with larger label as key
if I, <, then emit(u,v)
else emit(v, u)

Reduce (u, Ny = {x € O(u) |, < 1,})
m = argmin,e y, gy lo // determine the vertex with minimal label m
foreach v € N; do emit((v,m)); // emit an edge for each value v pointing to m

Algorithm 7: Large star MapReduce operation of the connected component algorithm

Map (u, v) // emit both edges (u,v) and (v, u)
| emit(u, v) and emit(v, u)
Reduce (u, N = O(u) U I(u))

m = argmin,e vl // determine the vertez with minimal label m

foreach v € N Al, > [, do emit((v, m)); // emit edges for each value v € N,
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(a) small star (b) large star

Figure 9: Figures 9a and 9b illustrate the application of the small and large star to vertex v = 3.
We represent the outgoing neighbors O, (3). The vertex u corresponds to its label [,.
The small star algorithm connects lower labeled neighbors to m(3) = 0. The large
star algorithm connects higher labeled neighbors to m(3) = 0.

where ¢, is the vertex with minimal label in the strongly connected component containing v.
The alternating and two phase cc Algorithms 8 and 9 are composed of the small and large star
MapReduce Algorithms 6 and 7.

Let u € V be a vertex and m(u) = argmin, o, (,)l» the neighbor with minimal label. The small
start Algorithm 6 replaces edges (u, v) with (v, m(u)), where v € Ny = {z € O(u) |l, <l,}. The
large star Algorithm 7 replaces edges (u, v) with (v, m(u)), where v € Ny = {z € O(u) |1, > I, }.
We illustrate both algorithms applied to the vertex v = 3 (Figure 9a). A vertex’s id corresponds
to its label. The small star connects the neighbors of 3 with smaller label to the neighbor with
minimal label 0. We apply the large star Algorithm 7 to vertex v = 3 in Figure 9b. The
algorithm connects the neighbor with greater label 4 to the vertex with minimal label 0.
During the two phase cc Algorithm 8 we repeat the large star algorithm until convergence,
followed by the small star. This procedure repeats until the large and small star algorithms
stop changing the edge list. The two phase algorithm converges after O(log®(n)) MapReduce
operations, where n is the number of vertices [57]. The alternating Algorithm 9 repeats the
large and small star until convergence. This algorithm needs O(n) iterations.

Both algorithms finish if during a consecutive call to the large and small star the edge list does
not change. The large star algorithm does not modify the edge list if during the reduce phase
the key u has the minimal label. Furthermore, the small star does not change the edge list if
during the reduce phase the number of values | N| is smaller or equal to 2.

Algorithm 8: Two Phase Connected Component Algorithm

Input: edge list, unique label [, for each node
repeat
repeat
‘ large star
until convergence
small star
until convergence

Algorithm 9: Alternating Connected Component Algorithm
Input: edge list, unique label [, for each node
repeat

large star

small star

until convergence
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Note that, the large star algorithm results in star graphs and high degree vertices, which
leads to imbalance during the MapReduce execution [96]. The user-defined reduce function
in the large star Algorithm 7 receives the entire neighbor hood as value list. During the final
stages, this represents the entire connected component for a representative vertex v € V.
This leads to load balancing problems, especially for graphs with unevenly sized connected
components. Therefore, the load balance depends on the number and size of the different
connected components.

4.4. Recursive Matrix Model (R-MAT)

Chakrabarti et al. [27] develop R-MAT: a random graph generator for graphs with power-law
degree distributions. This algorithm produces graphs with a community structure similar to
those of complex real-world networks [53]. R-MAT can generate real world graphs by speci-
fying the number of vertices n, number of edges m and the parameters a,b,c,d > 0 summing
up to 1. We discuss the R-MAT algorithm for n a power of two. R-MAT wit parameters
a = 0.57,b = 0.19,¢ = 0.19 and d = 0.05 is part of the Graph 500 benchmarks [70]. Graph
500 is a list of large graphs to test and optimize large-scale graph algorithms, especially in
high-permanence computing.

Let G = (V. E) be a graph with adjacency matrix A = (a;,);; € {0,1}" and n = |V/|. A tuple
(z,y) € V x V is part of G if and only if a,, = 1. The R-MAT algorithm generates G' by
successively computing and adding a random edge. R-MAT recursively divides the adjacency
equally matrix into four (Figure 10). Each partition is associated with a probability a,b,c or
d of an edge to be placed into a partition. The algorithm recursively assigns an edge into
partitions and determines its in-and outgoing vertex. Note that generating an edge requires
log,(n) time. By using an alias table, it is possible to generate edges in constant time [53]. To
keep our MapReduce algorithm simple we use the log,(n) time version.

Plimpton et al. [77] propose a MapReduce algorithm to generate R-MAT graphs, which we
modify to fit our framework. The general idea of this algorithm is to construct the random
graph incrementally. During the map phase, we generate % random edges, where R is the
number of remaining edges and p is the number of parallel processes. During the reduce phase,
we remove duplicated edges. We repeat this procedure until all m distinct edges are generated.
We have to modify the algorithm since we are unable to determine the number of remaining
edges R. Algorithms 10 and 11 illustrate the user-define map reduce functions of our MapRe-

to

Figure 10: [lustration of the random edge generation of R-MAT [27]. The figure contains the
adjacency matrix A of a graph G = (V, E). We represent the in-vertices vertically
and out-nodes horizontally. The figure illustrates the recursive subdivision of A
according to the probabilities a, b, ¢ and d.
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Algorithm 10: User-defined map function: R-MAT
Input:ec B
emit(e, 1) // emit the edge e as key and a value 1

Algorithm 11: User-defined reduce function: R-MAT

Input:e€ E, A // edge e as and a list A of ones

C=Y4cAl // compute the occurences of e

emit(e) // emit edge e

repeat ¢ — 1 times // emit random edges for each duplicated e
‘ emit random edge

end

duce implementation of R-MAT. We generate % random edges on each process, which our

MapReduce operation takes as input. During the map phase, we emit the edge e as key and 1
as value. The user-defined reduce function takes an edge e and a set of ones A as input. For
each edge e emitted during the map phase, A contains a 1. By summing um all values in A
we get the number of duplicated edges e. First we emit the edge e (Line 2). Then we generate
and emit a new random edge for each duplicated edge (Line 4). We repeat this MapReduce
operation until no duplicated edge is identified during the reduce phase. To generate random
edges, we use the log,(n) time algorithm by Chakrabarti et al. [27].
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5. Fault-Tolerant MapReduce

In Section 5.1 we describe the general structure of our MapReduce library. We introduce an
in-memory fault-tolerance mechanism to recover from a single process or compute node failures
in Section 5.2.

5.1. General

We design our MapReduce library for executions on high-performance computing (HPC) sys-
tems, while employing a large number of compute nodes. Our library handles multiple consec-
utive MapReduce operations in memory without saving each output to the file system.

In contrast to Google, Hadoop, and Twister MapReduce (Section 3.3) we do not adopt the
master worker design pattern. We do not employ a single master process, which distributes
and manages the entire workload. The communication between master and worker processes
represents a bottleneck, which may lead to performance issues if we use a large number of
processes.

We design our MapReduce library according to the Bulk Synchronous Parallelism (BSP)
model [90, 95]. An algorithm following the BSP principle consists of three consecutive repeat-
ing phases. First, the algorithm executes locally without communication on multiple parallel
processes. During the second phase, the processes exchange data between each other. Finally,
all processes synchronize and start a new local execution phase.

Our implementation uses the message passing interface (MPI) for communication and paral-
lelization. The map and reduce phases correspond to the local execution of the BSP model.
The shuffle phase provides the inter-process exchange and synchronization. We adopt a similar
approach to MRMPI, Mimir and FT-MapReduce-MPI (Section 3.3), where the libraries dis-
tribute the workload statically by using hash functions.

We use the definitions and notations introduced in Section 2. In the following sections, we use
indices ¢ to indicate the MapReduce operation MR; to which an object corresponds. We use
superscripts j or [ to indicate the MPI processes. Objects without superscript are distributed
between multiple processes and represent the entire state of a MapReduce operation.

Let’s consider a sequence of [ successive MapReduce operations < MRy, ..., MR,, ..., MR; >,
where the output of MR; equals the input of MR;;; for i € {1,...,1 — 1}. Figure 11 illustrates
the application of MapReduce operations MR; = (u, pi, Si, h;) and MR, 1 with MPI execution
(S, P,), with HPC system S, processes P and bindings v using p processes. Each MPI process
j € P has a local multi-set of elements AZ as input, where 4; = Ui_, AZ is the input multi-set
for MR,;. During the computation of MR;, each MPI process j € P executes Algorithm 12.
This pseudo-code summarizes the three main phases: map, shuffle, and reduce phase.

During the map phase in Line 2, each process j € P applies the user-defined map function p;

Algorithm 12: MapReduce: overview execution on process j of MR;
Input: Az - [Z', MR, = (/Li,pi, Si, hl)
save MR; for fault-tolerance

SB! = map(AJ) // applay map p; and serialize (s;) each element in Al
RB] = shuffle(SB]) // gather the same keys at the same process
D! = reduce(RB}) // deserialize (s;*) and reduce (p;)

return D{ CO; =1
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Figure 11: High-level illustration of our iterative MapReduce algorithm. This figure shows the
three different phases during execution of the MapReduce operation MR;: map,
shuffle and reduce. We execute the MapReduce frame work on p MPI processes.

to each element in the multi-set Ag and gathers the local key-value pairs:

B = U wile) S K x V.

J
ecA;

Note that the union over all local key-value sets Bg corresponds to the multi-set of all key-value
pairs B; in MR; (Section 2.2). We serialize the keys and values by apply s; and save them into
send buffers SB! = {SB*, ..., SBr. ... SBI® }. We save the serialized key-value pairs with key k
into buffer B, where (h;(k,z) mod p) = I and z € N the same seed on each process. During
the shuffle phase (Line 3) each MPI process j sends the send buffer SB{’Z to process [ € P.
After the shuffle phase, process j has received a set of receive buffer RB{ , containing messages
SBﬁ’j from each process | € P. We use the MPT_A11 to_allv function to exchange the serialized
key-value pairs. The reduce phase (Line 4) first applies s; ' to deserialize the key-value pairs.
Note that no two different processes j,{ € P contain key-value pairs with the same key. Each
process j groups their key-value pairs by their key and creates a set of local key-values pairs

C)={(k,X): ke KANX = {z: (k,x) € B} #0}.

The union of all local key-values sets C? equals the list of key-values pairs C; of MR; (Section 2.2).
Finally, we apply the user-defined reduce function p; and produce local output multi-sets

Dl= U plkX).
(k,X)eC!

The output of the MapReduce operation MR; is D; = U§:1 Df and is distributed between
the different processes. These local output sets are the input sets for the next MapReduce
operation MR .
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During the shuffle phase in Line 3 we send the key-value pair (k,v) € B; to process
(hi(k,z) mod p) for a seed z. In Section 7 we use an alternative method to determine the
process for each pair. Let Ay, = maxgex hi(k,z) be the maximum hash value and s = h"p%.
Then we send (k,v) € B; to process

—
This method divides the range of hash values into p equally sized partitions.
Since the map and reduce phase require no communication, we detect and handle process fail-
ures during the shuffle phase. We provide a fault-tolerant pseudo-code for the shuffle phase
(Section 5.2). In case of a failure we need to recompute different map and reduce steps, there-
fore we save the user-defined functions in Line 1.
In Section 6 we discuss map and reduce algorithms that run sequentially on each MPI process.
We introduce a hybrid parallelization in Section 7, where we use an OpenMP parallelization
per MPI process.

5.2. Single Node Fault-Tolerance

In Section 5.2.1 we present a fault-tolerance mechanism to handle single process failures for
iterative MapReduce algorithms. Instead of saving checkpoints on a fault-tolerant file system,
we send additional messages between processes. We generalize this approach for compute node
failures in a HPC system (Section 5.2.2). A goal is to optimize our algorithm for low-overhead
in case of no failure occurring and fault recovery in case of a failure.

5.2.1. Single MPI Process Failure

In this section we introduce a fault-tolerance mechanism for single process failures, which we
extend to node or rack failures in Section 5.2.2. Let’s consider two consecutive MapReduce
operations MR; and MR, ;, where the output O; of MR; equals the input I;;; of MR, ;. Let
(S, P,7v) be the MPI execution of the MapReduce algorithm. Figure 12 illustrates an MPI
process failure during the reduce phase of MR, or the map phase of MR, ;. During the shuffle
phase of MR;, MPI exchanges the messages successfully. During the following reduce or map
phase process f € P fails. MPI detects this during the shuffle phase of MR;.;. We handle this
failure restoring the lost data at process f and continue the execution of MR, .

To recover the lost data, we need the messages sent to process f during the shuffle phase
in MR;:

RBI = {SB} ... SBI .. SBPIY.

For this, we save the sent messages SB{ from each process j € P to other processes during the
shuffle phase of MR{. Additionally, we still need the message which process f sends to itself
(SBZJ-c f ). We call this message a self-message, which we cannot recover in case of a failure. Since
the data saved at the failed process is lost, its self-message is no longer available. We therefore
save the self-message SB/ at another process, for instance at process ((f+1) mod p). In case
of a failure at process f, each process j € P\ {f} has saved message SB//. Process ((f 4 1)
mod p) additionally contains SB{ /. Therefore, we can reconstruct the receive buffer RBZf of
process f.

Algorithm 13 describes the shuffle phase of MapReduce operation MR, and illustrates how we
provide fault-tolerance. Line 3 of Algorithm 12 calls this algorithm to exchange the messages
provided by the map phase. Each MPI process j € P executes this shuffle phase. The input
is a set of messages SB{ , one message for each process. In Line 4 we use an MPI_all to_allv
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Figure 12: Illustration of a failure at process j during MapReduce operation MR;; ;. The imple-
mentation runs p processes. The process failure results in a loss of the self-message
SBI.

to sent exchange all messages at once. For each processes 7,1 € P, we send message SB{’Z from
process j to process [. The MPI call in Line 4 requires the size of each receiving message, which
we acquire with an all to all operation in Line 2. As indicated above, we save the send messages
SB! in Line 7 and exchange self-messages SB) by applying Algorithm 14.

The MPI calls in Lines 2 and 4 represent global synchronization steps, in which each MPI
process participates together. During these calls, we can detect whether an MPI process has
failed during a previous map or reduce step. We use ULFM (Section 3.1) to detect failures and
restore the MPI functionality. We use Algorithm 15 in case of a detected failure in Lines 3 or 6.
For each process j € P, this recovery algorithm takes the current messages SB{ as input,
recomputes the lost data by using previous messages and executes the shuffle phase again.
Algorithm 14 illustrates the save message algorithm. First we save all messages sent during
the last shuffle phase SB! in Line 1. We send the self-message SB)” of process j to process
(( +1) mod p), where p is the number of processes and save it there. We have to schedule
the send and receive operations carefully to avoid deadlocks. We delete the old messages if
no longer needed to decrease memory consummation. If the shuffle phase of the MapReduce
operation MR, has completed, we no longer need the saved messages of the previous MapReduce
operation.

Algorithm 15 recomputes the data lost due to a process failure. Let MR,;, with ¢ > 0, be the

Algorithm 13: Fault-Tolerant Shuffle of MapReduce operation MR,; on process j

Input: SB! = {SBM"', ..., SB/, ..., SBI"} // send buffers: Line 3 in Algorithm 12
sizes : list<int> // sized of the receive buffers required for AllToAllv
e = AlIToAIl(SB].sizes(), sizes) // exchange the size of SB) and SB”’ with process i
if e = ERROR then return Recover(SB}) ; // apply Algorithm 15

e = AllToAllv(SB, sizes, RB) // exchange SB}* and SBY’ with process i
RB! = {SB}” ..., SB ., SBY7} // messeges received during Line /
if ¢ = ERROR then return Recover(SB!) ; // apply Algorithm 15
SaveMessage(SB]) // apply Algorithm 14
return RB{
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Algorithm 14: Save Messages Single Process Failure: during MR, on process j

Input: SB! = {SB', ..., SB .., SBIP} // messages send during the last shuffle phase
save(SB) // save the messages in case a failure occures
send SB)7 to ((j 4+ 1) mod p) // send self-message
r=(j—1) modp // process from which to recive the self-message
SB;" = receive the self-message from r

save(SB;") // save the self-message in case a failure occures

MapReduce operation in which we detect the failure of process f € P. This means process f
failed during the reduce phase of MR;_; or the map phase of MR,;. First, we determine the
failed process and recover the MPI communicator with ULFM. If more than one process has
failed, we cannot recover and refer to Section 5.2.2, where we handle some types of multi-process
failures. ULFM modifies the MPI execution by removing the failed process. The MapReduce
framework continues with a shrank MPI execution (S, P’,~") (Section 5.2.2).

We determine the messages, which MPI has sent during MR;_; to the failed process (Line 2).
Furthermore, we redistribute the saved messages equally between the remaining processes P’
(Line 7). We construct redistribute send buffers RSB] , for each remaining process j € P’
The algorithm sends the serialized key-values pairs with key k to process [ = h(k,y) mod p/,
where y is another seed as used during the map phase. For each processes j,1 € P’, we send
message RSBﬁl from process j to process | (Line 8). This message exchange is similar to a
shuffle during a successful MapReduce operation.

We reapply the reduce phase from MR;_; (Line 9) and the map phase from MR; (Line 10) as
described in Section 5.1 (Algorithm 12). We merge the send messages SB! with the recovered
messages SB’ into new send messages NewSBg , where message N ewSBg’l is sent from process j
to process | € P’. After merging, the message NewSBg’l contains the serialized key-value pairs
with key k and [ = (h(k,y) mod p’). This corresponds to a valid map phase output of MR;
on the shrank MPI execution. Finally, we perform the shuffle of MR; again and exit the error
state (Line 12).

The MergeBuffer and Redistribute algorithms depend on the implementation of the map and
reduce phase. We describe them in the Sections 6 and 7. If a process failure occurs during

Algorithm 15: Recover: during MR, on process j

Input: SB = {SBg’l, s SB{’Z, s SB{’p} // messages of the shuffle phase from MR;
f = identify the failed process

if f=(j—1) mod p then // process j has saved the self-message of f
‘ S = {SBgfl U SB{’_fl // messages to failed process
else

‘ S = {8B // messages to failed process
end

RSB{_l :Redistribute(Sf) // distribute saved messages evenly
RRB{_1 :shufﬂe(RSBg_l) // exchange distribute saved messages evenly
RD;_, = reduce(RRB]._,) // deserialize (s;Y,) and reduce (p;_1)
SB? = map(RD;_,) // applay map p; and serialize (s;) each element in Al
NewSB] = MergeBuffer(SB!, SB’?) // merge send messages

return shuffle( NewSB!)
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Figure 13: Illustration of a failure at process j during MapReduce operation MR;; ;. The imple-
mentation runs p processes. The process failure results in a loss of the self-message
SBI.

this recovery phase, then we cannot recover. Lets consider an MPI execution (S, P,~), with
|P| > 2 and two different process failures j, k € P as illustrated in Figure 13. If the failure
k occurs during the recovery of failure j, we miss at least message SBg’k, since the saved
messages at process j are no longer available. Furthermore, we would need to send at least
the entire p messages SB! to another process instead of the self-message, because the second
failure is arbitrary. This would double the communication volume of the fault-tolerant shuffle
Algorithm 13. In Section 5.2.2 we propose a mechanism to recover from certain multi-process

failures.

5.2.2. Single Node Failure

The single process failure fault-tolerance has limitations. On an HPC system, a failure usually
implies that more than one MPI process fails. For instance, a compute node failure stops the
execution of all MPI processes on this node. Since our fault-tolerance model only handles single
process failures, we can only start one process per node. To make use of all cores on a node,
we have to parallelize the execution locally by using a shared memory model (Section 7). This
local parallelization is difficult because we have to take the NUMA architecture of the nodes
into consideration (Section 2.1). We need to minimize memory access across different NUMA
nodes. To avoid this problem we want to start one MPI process per NUMA node and parallelize
locally.

We modify the single process fault-tolerance mechanism (Section 5.2.1) to allow single node
failures. Therefore, we start the same number of processes on each compute node. We expand
the definition of a self-message to include the messages, which MPI sends between processes
on the same node. The following fault-tolerance mechanism saves all messages send between
processes on the same compute node at a different node.

Let us consider a MapReduce operation MR; with MPI execution (S, P,~), with processes
P, HPC system S = (C,M,N), and bindings . First, we modify the save self-message
Algorithm 14 and save all messages send on the same node (Algorithm 16). The input at
process j are the messages produced by the map phase and exchanged during the shuffle phase
SB! (Algorithm 13). We save the messages send by j (Line 1). Then we determine the processes
PJ bound to the same node as process j (Line 2). We gather the message S7 send between
processes on the same node (Line 3).
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Algorithm 16: Save Messages Single Node Failure: during MR; on process j
Input: SB! = {SB', ..., SB .., SBIPY, (S, P,v) // messages of the shuffle phase from MR;

(2

1 save(SBY)

[\

S Ut W

Pi={pe€ P|N; € N :~(p) C N; Ay(j) C N;} // detrmine processes on same node as j
S ={SB'|l e Pi} // detrmine messages send to processes on same node as j
send S7 to process ax(j) on the successive node

receive RS7 = S! from process ', (j) = I on the proceeding node

save( RS) // save the self-messages received from process o,_1(j)

Lets number the nodes N = {Nj, ..., N,,} number consecutively and let Ny be the node hosting
process j (7(j) € Ni). Each process in Nj sends its local messages to a unique process on the
successive node in N. We determine a bijection oy : N, — Ny, where &' = ((k+1) mod n+1).
This function oy, assigns each process a unique process in N;. We send S to the corresponding
process ay(7) (Line 4). Finally, we receive (Line 5) and save (Line 6) the self-message from a
process on the proceeding node. Each process saves the self-messages from exactly one process
on a different node. We have to schedule the message exchange in Lines 4 and 5 carefully to
avoid deadlocks.

Figure 14 illustrates this procedure. On each node we run four processes. The self-message of
process 0 contains the message send to itself as well as the message sent to the other processes
on node i: 1, 2 and 3. These messages are sent to process 4 on node ¢+ 1. We sort the processes
on each node by their identifier. We send the self-messages to the next node to the process
with the same index in the sorted process list. In case node 7 fails, we have saved all messages
send between processes on node i at node 7 + 1.

Note that the save message Algorithm 16 has a super linear speedup and depends on the size
of the serialized key-value pairs as shown in Lemma 5.1.

2 3 6 7

node 1 node 7 + 1

Figure 14: Illustration of saving self-messages for single node failures with more than one process
per node. This figure shows the messages, which process 0 sends on the same
node during the shuffle phase. These messages are sent to process 4. This ensures
no data lost in case node ¢ fails. We save the self-messages of a node j at node
(j +1 mod p), where p is the process count.
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Lemma 5.1. Let’s consider the save message Algorithm 16 performed after the shuffle phase
on p processes and k processes per mode. Let m be the number of machine words to save all
key-value pairs and m the maximum number of machine words consumed by a user-defined
reduce function. Then the expected runtime of Algorithm 16 is

o (ke ([52]-7))

The value b(x,y) indicates the mazimum expected number of balls in one bin, where x is the
number of balls and y the number of bins. We place balls interdependently at random. Further-
more, if m € Q(mp?log(p)), then the algorithm has a time complexity of:

()

Proof. As described in Section 5.1 the map phase distributes the key-value pairs uniformly by
their hashed key. If we assume that the used hash function is a truly random mapping, then
the pairs are distributed uniformly at random into p messages on each MPI process. All in all
the pair are distributed between p? messages. A user-defined reduce function processes at most
m machine words and therefor at most m pairs. Since the pairs are distributed uniformly at
random by key, we can employ the random static load balancing Lemma 3.1. The worst case for
random static load balancing occurs if [m/m] user-defined reduce function process m key-value
pairs. The remaining functions process no pairs. This results in a memory distribution which
is as sewed as possible [86].
m

Hence, the expected maximum number of pairs in one of p? messages lies in O (mb ([%W , p2>) .

Each process sends and receives exactly k self-messages. This results in an expected runtime
of O (k:mb ([%W ,p2)) for Lines 2 to 6.

Furthermore, since we do not need the send messages after the shuffle phase we do not need
to copy the MPI_Al1 to_allv send buffers in Line 1. We can perform this save operation in
constant time. All in all Algorithm 16 has an expected runtime of

o (ke ([52]-7))

If m € Q(mp*log(p)), then O (fn b U%W p2)) =0 (2%) (Lemma 2.2) and Algorithm 16 has
an expected runtime of
o/(i%).

We have to modify the recover Algorithm 15 only slightly. Instead of determining only one
failed process in Line 1 we have to find all processes Ny € N on the failed node. The messages

| 3

]

we need for recovery include SBﬁ1 destined to each failed process [ € Ny. Furthermore, we
determine the processes saving the self-messages send on the failed node. We can execute the
recover algorithm from Line 7 as for the single process failure case (Section 5.2.1).

We can expand the single node failure fault-tolerance to rack or even HPC failures. HPC racks
group multiple compute nodes together. A rack failure causes multiple nodes to fail. We can
employ a similar technique by saving all messages send between nodes on one rack to another.
This allows us to handle rack failures. Furthermore, we can use the same approach if we want
to execute on multiple HPC systems together and an entire HPC cluster fails. We study only
single node failures as a proof of concept. We do not have the resources to test the approach
on multiple racks.
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6. MPI Parallelized MapReduce

In the following sections, we introduce algorithms for the map (Section 6.1), reduce (Section 6.2),
and recovery (Section 6.3) phases for our MapReduce framework with a single node fault-
tolerance of Section 5. We parallelize our MapReduce algorithm with MPI by starting p parallel
processes.

6.1. Map
6.1.1. Algorithm

As described in Section 5.1, the map phase applies the user-defined map function, serializes the
key-value pairs and saves the results in an MPI_Al11l to_allv send buffer. We parallelize the
map phase by using MPI. Each process processes a subset of the input elements. We illustrate
the general idea of our map phase in Figure 15. On each process, we apply the user-defined map
function and sort the resulting key-value pairs according to their hashed key. Then we group
the pairs according to their key. We determine the destination process of each aggregated pair
by its hashed key and save the serialized keys followed by its values in a send message.

Algorithm 17 illustrates the map phase executed one process. Let MR= (y, p, s, h) be a MapRe-
duce operation with user-defined map function u, serialization function s, and hash function h
(Section 2.2). The MapReduce operation runs on an MPI execution (.S, P,~) with HPC system
S, processes P and bindings v (Section 2.1). We execute Algorithm 17 on each process j € P
in parallel. The inputs at process j are a subset of input elements A7 C I and the map reduce
operation MR. First, we iterate over the elements in A7 and apply the user-defined map func-
tion u. For each resulting key-value pair (k,v), we save the key-serialized value pair (k, s(v))

mput 47 [ T T - - -
\ 1) apply user-defined map function
key-value
patirs fV7 (sl vl ook, v v )] *
l2) sort by hashed key h(k, z)
h(-,z) < h(k1,z) = h(ks, z) = h(ka, z) < h(-,z)
sorted KV/ | c I(khvl)kkl,v2)kk3yv3)kk4;v4)|(k1,v3)|(k37v4)| o

3) group pairs by key W

| C e X)| 0 Wy, (v, 0, v8)) (s, {0a}) (ks {vs,va})|

| = Lpi'}?(k’z)J +1 4) serialize grouped key-value pairs

[ X]s(k)s(X)
SBH SBH SB

grouped
pairs C'

send messages
SB’

Figure 15: Illustration of the map phase executed on MPI process j. Let z be the same seed
for the hash function on all processes. (1) First, we apply the user-defined map
function. (2) Secondly, we sort the pairs according to their hashed key. (3) For all
pairs with the same hashed key, we gather all values with the same key. (4) Finally,
we save the size of values, followed by the serialized key and values at a send message
destined for the corresponding process.
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6 MPI PARALLELIZED MAPREDUCE

Algorithm 17: Purely MPI parallelized map phase executed on process j
Input: A C I, MR = (u, p,s,h) // multiset of input elements A7, MapReduce operation MR

KV, HI=10 // initialize an empty list of key-value pairs and hash-index pairs
foreach e € A’ do // iterate over the input elements
foreach (k,v) € u(e) do // apply the user-defined map function
HI+= (h(k,z2),|KV]) // save the hashed key h(k,z) and the index of (k,s(v)) in KV
KV 4= (k,s(v)) // save the key k and the seralized value s(v)
end
end
sort HI by the first pair element
SB = {SB" ..., SB*, ... SB*} // initialize p empty send messages
while |KV] > 0 do
h = ming yexv h(k, 2) // determine the minimum hash value
// determine the key-value pairs with minimal hashed key and group them by key
C={(k,X)|ke KANMk,z) =hANX={s(v)|(k,s(v)) € KV}}
[ = thn';j +1 // determine destination process l for pairs with hash h
foreach (k,X) € C do
SB 4= |X| + s(k) // add the size of values and the serialized key
foreach s € X do SB' +=s // add the serialized values
end
KV=KV\{(k,9)|(k,X)e CNnseX} // remove the processed pairs
end
return SB // return a message for each node

in K'V. Let z be the same seed on each process and i the index of (k, s(v)) in K'V. We save the
pair of hashed key h(k, z) and index i in HI.

To avoid cache efficiency problems, we group the key-value pairs by key with a cache efficient
sorting algorithm (Section 3.4). We use the IPS?Ra radix sort (Section 3.5) to sort the pairs
according to their hashed key and achieve a linear time complexity (Section 6.1.2). Note that
we sort the hash-index pairs HI to avoid the reevaluation of hash functions during sorting and
prevent problems with large keys and values (Line 8). We can use the sorted index sequence
of HI to get sorted key-value pairs.

Let h,qe be the maximum possible hash value plus one. During the shuffle phase, we send a
key-value pair (k,v) with hashed key h(k,z) € [(I = 1) - |hmaz/P], 1+ | Pmaz/P]) to process .
The map phase at process j saves all serialized key-value pairs destined to process [ in message
SB. Finally, we iterate over the sorted hash-index pairs HI (Line 10). We process the key-
value pairs with current minimal hash value h (Lines 11-12). We add the pairs in a hash table
according to their key. This allows us to gather all values with the same key. Note that we
have to choose a different seed for the hash function used in the hash table. I we would choose
the same hash function this would result in hash collisions since all keys have the same hash
value with seed z. The algorithm iterates over all pairs (k, X)) € C, where k is the key and X
the set of all serialized values with key k. We save the size of all serialized values | X|, followed
by the serialized key s(k) and its serialized values X in message SB* (Line 14). We determine
the destination process [ by computing |p - h(k, z)/hmaz] + 1 (Line 13). Note that we still
have to concatenate the send messages into a continuous send buffer for the MPI_A11 to_allv
operation performed during the shuffle phase.
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6.1.2. Complexity

We adopted the general structure of the BSP MapReduce algorithm introduced in [86] and
achieve the same expected running time (Lemma 6.1). We use the MapReduce runtime param-
eters w, w, m, m introduced in Section 2.2 and balls in bins model of Section 2.4.

Lemma 6.1. The input elements A are distributed randomly between p processes. Then we
can implement the map phase (Algorithm 17) with an expected runtime of

o(s:([2] 2)+n([2])

If w € Q(wplog(p)) and m € Q(mplog(p)), then we have an expected time complezity of:

o (w + m) '
p

Proof. We follow the proof of Theorem 4.1 in [86]. We assume that the input elements A are
chosen randomly between the different processes. During the map phase, each process applies
the map function once for each input element (Line 3). For each intermediate key-value pair,
we apply the serialization function once for each key and value (Lines 5 and 15). We compute
and save the hash value of each key once in Line 4. Since the input elements are distributed at
random, we can apply the static load balancing Lemma 3.1. Therefore, the worst case occurs,
if the execution time is zero for all input elements except for [w/w] elements, which require w
time. Randomly assigning [w/w] elements between p processes corresponds to the balls in bins
problem (Section 2.4). Then let b ([w/w],p) be the maximum expected number of elements
per process.
Hence, Applying the user-defined map function requires O (w - b ([w/w],p)) time. Each user-
defined map function can produce at most w pairs. By using the same reasoning as above,
the maximum expected number of key-value pairs per process lies in O (w - b ([w/w],p)). We
use a linear time radix sort algorithm (Section 3.5) in Line 8, which results in a runtime of
O (w-b(Jw/w],p)). In Line 10 we iterate over the hash-index pairs and process the key-value
pairs in ascending order of their hashed key. For all pairs with the same hashed key, we group
the pairs with the same key by using a hash table, which requires linear time. All in all,
Lines 10 to 19 require O (w - b ([w/w],p)) time.
Finally, we have to copy the send messages SB’ into a single MPI_All to_allv send buffer.
Since the input elements are distributed randomly between the different processes, the m ma-
chine words produced during the map phase are distributed randomly and we can use Lemma
3.1. Hence, the worst case occurs if the machine words are divided into [m/m] elements with
a size of m. This results in an expected runtime of O (m - b([m/m],p)) for the send buffer
construction. All in all, we have an expected runtime of

of w([2]) +0((2]9)

Lines (2—7),8,(10—19)  construct send buffer

If w e Qwplog(p)) and m € Q(mplog(p)), then we can apply Lemma 2.2 and receive an

expected runtime of
w+m
0 ( ) |
p
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6.2. Reduce
6.2.1. Algorithm

As described in Section 5.1 the reduce phase receives key-value pairs from the shuffle phase.
During the map phase, we ensure that the shuffle phase sends the key-value pairs with the same
key to the same process. The reduce phase then gathers all values for a given key and applies
the user-defined reduce function. In Figure 16 we illustrate the general idea of our reduce phase.
First we have to deserialize the keys and values received from the shuffle and map phase. We
call the key followed by a set of values produced during the map phase key-values pairs. We
sort these pairs according to their hashed key. Then the reduce phase processes the pairs in
increasing order of their hashed key. For all key-values pairs with the same hashed key, we
group the pairs by their key. Finally, we have all values for a given key and we can apply the
user-defined reduce function.

Algorithm 18 describes the reduce phase of our MapReduce library. Let MR= (u, p, s, h) be
a MapReduce operation with user-defined map function u, serialization function s, and hash
function h (Section 2.2). We parallelize the reduce phase with an MPI execution (S, P,7)
with HPC system S, processes P and bindings v (Section 2.1). Let z be the same seed used
for the hash functions during the previous map phase and h,,,, the maximum possible hash
value plus one. Let (k, X) be a key-values pair with key k and values X aggregated during
the map phase. The shuffle phase sends (k, X)) with hashed key h(k, z) to process [ € P, if
h(k,z) € [(I = 1) |hmaz/P]s 1 - |Pmaz/p]). Therefore, we send the key-values pairs with the
same key to the same process. The messages RB’ represent all serialized key-values pairs send
to process j € P.

Let’s consider the execution of the reduce phase on process 7 € P. First, we deserialize the
key-values pairs and save them in an array KV. Similar to the map phase, we save for each

recV messages SB" SBi SBri
RP’
\ \1) deserialize keys and values
key-values
TR g )] O] CAEEN) I CA )] CRON)) G |-
l2) sort by hashed key h(k, 2)
h(-,z) < h(k1,z) = h(ks, z) = h(ka, 2) < h(-,2)
sorted KV? | o I(kh{m,vz,va}) |(k3,{U3,114})|(k4,{U4})kk4»{v4})kk3»{”3’714})' S | o
l \‘)q//?))group pairs by key
t ot kk1,{v1,vz,vs}) |(k3,{Us,047113;”4})'(’“47{”47114})' o | ©

14) apply the user-defined reduce function p

Output D7 [ e - - -

Figure 16: Illustration of the reduce phase executed on MPI process j. Let z be the same seed
for the hash function as used during the map phase. (1) First, we deserialize the
key-values pairs produced during the map phase. (2) Secondly, we sort the pairs
according to their hashed key. (3) For all pairs with the same hashed key, we gather
all values with the same key. (4) Finally, we apply the user-defined reduce function.
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6.2 REDUCE

Algorithm 18: Reduce phase executed on process j

Input: RB’, MR = (u, p, s, h) // received messages RB', MapReduce operation MR
KV, HI=10 // initialize an empty list of key-values pairs and hash-index pairs
foreach (s(k),s(X)) € RE’ do // iterate over the received messages
HI+= (h(k,z),|KV]) // save the hashed key and the index of (k,X) in KV
KV 4= (k, X) // deserialize and save the key-values pairs
end
sort HI by the first pair element
D=0 // initialize an empty set of output elements
while |KV] > 0 do
h = ming yexvh(k, 2) // determine the minimum hash value

// determine the key-value pairs with minimal hashed key and group them by key
C={kY)ke KNh(k,z)=hANY =U{X|(k,X) € KV}}
foreach (k,Y) € C do

| V=D UpkY) // apply the user-defined reduce function
end
KV=KV\{(k,9)|(k,X)e CAseX} // remove the processed pairs
end
return [ // return the output elements

pair (k, X) the pair (h,i) in HI, where h = h(k, z) is the hash value of key k and i is the index
of (k, X) in KV. Then we sort the hash-index pairs HI according to the hashed key (Line 6).
We use the cache efficient and linear time radix sort implementation IPS*Ra (Section 3.5).
In Lines 8 to 15 we gather all values to their corresponding keys and apply the user-defined
reduce function. We iterate over the sorted hash-index list HI and process the key-values pairs
in increasing order of their hashed key. First, we determine all key-values pairs with hashed
key equal to the current minimal hash value determined in Lines 9. By using a hash table and
different hash function, we group the pairs by their key in C'. Finally, we have determined all
values for a given key and we can apply the user-defined reduce function (Line 12).

6.2.2. Complexity

We adopted the general structure of the BSP MapReduce algorithm introduced in [86]. We
achieve the same expected runtime (Lemma 6.2). We use the MapReduce runtime parameters
w, w, m, m introduced in Section 2.2 and balls in bins model of Section 2.4. Note that if we
assume that the hash function h is a truly random mapping, then our map and reduce phase
distribute the keys interdependently uniformly at random between all processes.

Lemma 6.2. Let the key-value pairs be distributed uniformly at random by their key between
p processes. Then the reduce phase (Algorithm 18) has an expected running time of:

ou([2]5):

Furthermore, if w € Q(wplog(p)), then the reduce phase has an expected time complexity of:

()
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Proof. We follow the proof of Theorem 4.1 in [86]. Note that the user-defined reduce function
processes key-values pairs, hence the maximum key-value pair size is w. The term w indicates
the time needed to apply the user-defined reduce function to all pairs, hence we have at most w
pairs. Since keys are distributed uniformly at random between p processes, we can use the static
load balancing Lemma 3.1. The worst key-values pairs distribution occurs if we have w pairs
of size [w/w]. Therefore, the maximum expected number of pairs per process is b ([w/w] , p).
We use a linear time radix sort algorithm in Line 6, which results in an expected runtime of
O (@ -b([w/d],p)).

In Lines 8 to 15 we iterate once over all key-values pairs in ascending order of their hashed key.
We can perform the grouping by key in linear time with a hash table. Hence, Lines 8 to 15
without Line 12 have an executed runtime of O (w - b (Jw/w] ,p)).

Since the shuffle phase distributed the keys uniformly at random we can apply Lemma 3.1 for
the user-defined reduce function load balancing. The worst case occurs, if there are exactly
[w/w] function calls with a non-zero execution time of w. Since w includes deserialization
and hashing, Lines 2 to 5 and 12 have an expected runtime of O (w - b ([w/w],p)). All in all,
Algorithm 18 has an expected runtime of

oo 0([%]))

If w e Q(wplog(p)), then we can apply Lemma 2.2 and receive an expected runtime of

()

6.3. Fault-Tolerance
6.3.1. Redistribute Algorithm

To realize the fault-tolerance mechanism, we provide an algorithm for the Redistribute opera-
tion used in Algorithm 15 (Section 5). First, each process gathers all messages sent to the failed
compute node during the previous shuffle phase. The algorithm includes the self-messages of the
failed node. We distribute the key-values pairs uniformly between the remaining processes. This
allows us to parallelize the recovery phase. The redistribution returns an MPI_A11l to_allv
send buffer used to exchange the key-value pairs.

Let poig and ppe, be the number of processes before and after a node failure. Then k = pog — Prew
indicates the number of failed processes. Let MR = MR; = (i, p, s, h) be the previous MapRe-
duce operation with serialization function s and hash function h (Section 2.2). The MapReduce
operation runs on an MPI execution (S, P,~) with HPC system S, processes P and bindings +,
with |P| = ppew (Section 2.1). Let F' = {f1,..., fa} be the list of processes on the failed node,
with |F| = k. The input of the Redistribute Algorithm 19 is a list of messages S send to the
failed processes F' this includes the saved self-messages.

During the save message operation after the shuffle phase in Section 5, each process has saved
exactly one message send to one of the failed processes. Furthermore, exactly k£ processes
have saved the self-messages of one of the failed processes. Therefore, p,.., — k processes have
saved k messages and k processes have saved 2 - k messages. The general idea of the redis-
tribution algorithm is to divide each message into p,.., buckets and send each bucket to a
different process. Hence, we divide each message between the remaining processes. More pre-
cisely, we partition the serialized key-values pairs according to their hashed key. A message
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6.3 FAULT-TOLERANCE

S7f send from process j to a failed process f contains the key-value pairs with hashed key in
[(f=1) | Pumaz/Potdls [+ | Pmaz/Pora]); Wwhere hy,q, is the maximum hash value plus one. We divide
S into ppew buckets b € {1, ..., Pnew }, where bucket b contains the key-values pair (k, X), if

h(k,z) — (I — 1)hmea
b:[ ( ) h'riaa: )pOId‘+1.

pnew

After dividing each message into buckets, we save bucket b into a message RSB for process b
(Lines 10 and 14). We distinguish between two different cases. Process j has saved the self-
messages of a failed process in Line 14 or not in Line 10. If we have saved no self-messages, then
there are no two key-values pairs in different messages. Therefore, we copy the bucket b of each
message 577 into the redistribution buffer RSB destined for process b. If we have saved the
self-messages, then for each failed process f € F we have two messages S’/ and S*/ previously
destined to process f. There may be key-value pairs with the same key in both messages. To
combine the values with the same key we perform a merge for each bucket b in Line 14.

We produced S’/ and S*/ during a map phase and are therefore lists of serialized key-values
pairs sorted according to their hashed key. For each bucket b we process the pairs in ascending
order of their hashed key. By using a hash table, we gather for each key with the same hash
value all its corresponding serialized values. We save the resulting key-values pair into the
redistribution message RSB’ destined for process b as described above.

Note that we have to deserialize the keys once to determine its hash value and to add the key
into the hash table during the merge. We do not need to deserialize the values. During the map

Algorithm 19: Redistribute: shared memory

// saved messages S send to the failed processes { f1, ..., f2}, new and old number of
Processes Poid, Pnew and MapReduce operation MR
Input: S = {S91 ... S0f2 Sbfi SH12Y poig, Prew € N,MR = (i, p, s, h)

foreach S47 € S do // divide each saved message into ppe, buckets
foreach b € {1, ..., ppew} do // construct bucket b
hmaz
LS (b) = {(s(k),s(X)) € S|k e K,X CV A V(’”‘”‘”J —h— 1}
end
end
RSB = {RSB"', ..., RSB, ..., RSB"Prv} // initialize messages RSB* send from j to x
foreach f € {fi,..., fo} do // iterate over the failed processes {f1, ..., f2}
if S%/ ¢ S then // process j has not saved the self-message of a failed process
foreach b € {1, ..., prew} do // iterate over buckets b
‘ RSB = RSB U S (b) // copy S (b) into the new bucket RSB
end
else
foreach b € {1, ..., prew} do // iterate over buckets b

// merge buckets S?I(b) and S/ (b)
RSB = RSB U {(s(k), X1 U Xy)|(s(k), X1) € S (b) A (s(k), X2) € ™ (b) }

end

end

end
return RSB’
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phase, we have saved the serialized value size. This allows us to determine the next key-value
pairs in a message S7/ without deserializing all its values (Section 6.1.1).

6.3.2. MergeBuffer Algorithm

Algorithm 20 performs the merge buffer operation needed during the single node failure fault-
tolerance mechanism (Section 5.2). During recovery, we recompute the reduce phase and map
phase for the key-value pairs lost during the failure. This results in a recovery send buffer RSB’
at each process j. The merge buffer algorithm takes RSB’ and the output of the map phase
SH as input. It merges the sorted key-values pairs of both buffers and distributes the resulting
pairs between the still working processes.

Let ppew be the number of remaining processes after recovery and p,y be the number of pro-
cesses before failure. Then & = p,g — Prew represents the number of processes lost due to
the node failure. Let MR = MR; = (u,p,s,h) be the current MapReduce operation with
user-defined map function p, serialization function s, and hash function h (Section 2.2). The
MapReduce operation runs on an MPI execution (S, P,v) with HPC system S, processes P
and bindings v, with |P| = pe. (Section 2.1). Let SB’ be the messages produced during the
map phase and RSE be the messages produced during the recovery phase at process j. Since
we have produced these messages during the map phase, they are sorted by their hashed key.
Algorithm 20 illustrates the MergeBuffer operation during the recovery phase. We process the
serialized key-values pairs in SB’ and RSB’ in ascending order of their hashed key (Line 2).
First, we determine the current minimal hashed key A (Line 3). Then we gather all pairs with
the same hashed key and group them according to their keys (Line 4). We perform this ag-
gregation by adding these pairs in a hash table. Similar to the map phase (Section 6.1), we
determine the destination process | = |p - h/hyq.| of each pair by their hashed key (Line 5).
Then we save the merged pairs in a message for process [ (Line 6). This results in sorted
key-values pairs inside the new messages NewSE’, which the shuffle phase distributes.

Note that our reduce phase does not necessarily require a sorted list of key-values pairs
(Section 6.2.1), but the redistribution phase does (Section 6.3.1). Since we exchanged the mes-
sages NewSHB’ during the next shuffle phase, we need to save the send buffer and self-messages
for our fault-tolerance mechanism. If two node failures occur on to successive MapReduce

Algorithm 20: MergeBuffer: MPI algorothm (execution on process j)

// send buffer from map SB and RSB’ recovery phase,MapReduce operation MR

Input: SB’, RSB, MR = (u, p, s, h)

NewSB = {NewSBj’l, ..., NewSB™, ..., NewSBj’p"e“’} // initialize ppe,, empty messages
while |SB’| > O A |RSB’| > 0 do

h =min e sp pgpy MiN(s(k)s(x))ea M(k,2) // determine the current minimum hash value

// group key-values pairs with the same the hased key

C={(s(k),s(Y)|k€ KAh(k,z) =hAY =U{X|(s(k),s(X)) € SB URSB'}}

l= L%J +1 // determine the destination process
// save the grouped key-values pairs into a new send buffer

parallel_foreach (s(k),s(Y)) € C do NewSB"'+ = |Y| + s(k) + s(Y)

SB = SB'\ {(s(k),s(X)) € SB|h(k,z) = h} // remove processed pairs
RSB = RSB\ {(s(k),s(X)) € RSB |h(k,z) = h} // remove processed pairs

end
return NewSB’
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operations, we require sorted pairs for Algorithm 19.

6.3.3. Complexity

To analyze the complexity of Algorithms 19 and 20, we adopt a similar approach as during
the previous sections. We use the MapReduce runtime parameters w, w, m,m introduced in
Section 2.2 and balls in bins model of Section 2.4. Let p,q and ppe,, be the number of processes
before and after a node failure. Then k = pyjq — Prew indicates the number of failed processes.

Lemma 6.3. The redistribution Algorithm 19 performed after a node failure can be implemented
with an expected runtime of:

o um([2]2) (2] 2)

If m € Q(mp?,10g(poa)) and w € Q(wp?,10g(poa)), then we get an expected runtime of:

0 <kw i m) .
Dota

Proof. We perform the redistribution phase after a map phase and each process partitioned
their key-value pairs into p,q messages. Hence, after the map phase all intermediate key-values
pairs are distributed between p?,; messages. If the hash function & is a truly random mapping,
then the pairs are distributed uniformly at random according to their keys (Section 6.1.1).
Each call of this function processes at most w pairs. According to Lemma 3.1 the worst case
for static load balancing occurs if the workload is skewed and we have [w/w] different keys
with w values each. Therefore the maximum expected number of key-value pairs per message
and processed by each process in Line 3 is wb ([w/w], p%,). By applying a similar reasoning,
the maximum expected number of machine words per process is mb ([m/m] , p%,)-

Processes which have saved no self-message of a failed node have k£ messages S. The remaining
processes have 2k input messages. We can determine the buckets in Line 3 with a linear scan
by deserializing keys and applying the hash function. Therefore, Lines 1 to 5 have an expected
runtime of O (kwb ([w/w],p?,)). Copying the buckets into the new messages in Line 10 has an
expected runtime of O (mb ([m/m],p?%,)). Merging messages in Line 14 requires to add each
key-values pair once into a hash table and then copying the grouped pairs into the send message.
This results in an expected runtime of O (mb([m/m],p?,) + wb([w/w],p?,)). Finally, we
need to gather all messages into an MPI_All to_allv send buffer, which requires expected
O (kmb ([m/m] , p?%,)) time. The expected overall runtime of Algorithm 19 is

ofsss([2] ) oo ([2] 1)

Lines (3),(10),(14) Lines (10),(14)
construct send buffer

If m € Q(mp2,;108(poa)), w € Q(wp?,10g(poa)) and by using Lemma 2.2 we get a runtime of

0 (k:w . m) |
Pold
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Lemma 6.4. The merge buffer Algorithm 20 performed after a node failure has an expected

runtime of:
o(([2] ) (2] )

If w € QWPpew 10g(Prew)) and m € Q(MPrew 10g(Prew)), then we get an expected runtime of:

o (w + m) '
pnew

Proof. During the map phase, the input data have been divided into p?, messages, p.iq messages
for each process. During the redistribution Algorithm 19 the key-values pairs are redistributed
uniformly at random between the remaining processes. After redistribution and before the
merge Algorithm 20 we have no data exchange. Furthermore, the pairs in SB’ have been
produced during a map phase initialized with a uniformly and randomly distributed input.
Hence, all key-values pairs U, SB/U RSB have been distributed uniformly at randomly between
Pnew Pprocess. The user-defined reduce function consumes the intermediate key-value pairs.
Each call of this function processes at most w pairs. According to Lemma 3.1 the worst case
for static load balancing occurs if the workload is skewed and we have [w/w] different keys
with w values each. Therefore, the maximum expected number of key-value pairs per process is
wb ([w/w] , prew)- By applying a similar reasoning, the maximum expected number of machine
words per process is mb ([m/m] , Prew)-

Lines 2 to 8 result in a linear scan over the pairs in SB’ and RSB’. In Line 4 we need to
deserialize the keys, apply the hash function and use a hash table for aggregation. This results
in an expected runtime of O (wb ([w/wW], ppew)) - In Line 6, we copy the pairs into their new
messages, which requires an expected runtime of O (mb ([m/m], prew)) . Finally, we have to
construct an MPI_A1l to_allv send buffer, which requires expected O (kmb([m/m],p%,))
time. The expected overall runtime of Algorithm 19 is

(5] ) 00 ([2]--))

Line (4) Line (6)
construct send buffer

If m € Q(Mprew 10g(Prew)), w € Q(wp?,, 108(Prew)) and by using Lemma 2.2 we get a runtime in

O(w%—m)'
pnew
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7. Hybrid Parallelized MapReduce

In Section 6 we introduce a MapReduce algorithm, which applies on each MPI processes the
user-defined map and reduce functions sequentially to the input. We want to design our library
to run on high-performance computers consisting of multiple compute nodes including multiple
processors. We engineer a MapReduce framework, which starts one MPI process per compute
node or NUMA node and parallelizes locally on each node using OpenMP.

For the following sections we use process to indicate an MPI process, node to refer to a compute
node and thread to refer OpenMP threads. Each node contains the same number of processes
k, where each process consists of ¢ parallel threads.

In Section 7.1 we introduce our hybrid parallel implementation of the map phase. We propose
a hybrid parallel algorithm for the reduce phase in Section 7.2. In Section 7.3 we provide the
necessary algorithm to ensure the single node fault-tolerance.

7.1. Shared Memory Parallelized Map
7.1.1. Algorithm

We describe a shared memory parallelization of the map phase taking the NUMA architec-
ture into account. The following algorithm implements Line 2 during a MapReduce operation

key value pairs

(Il —[CIL) - — [ LI T T TT]

KV, sorted KV KVo(0)  KVp(1) '
(Il —0iIr] - E - S
KV1 sorted KV1 1 tp tp
(I —0OI] - —JITITTT]TTTT]
KV, sorted K Vs L KV5(0) -7 KVs(l)s .-
1) map : 2) sort by : 3) divide into e ,:/"
serialize values hash of key . buckets ’,»”
- Pl -7 4) t-way merge
A7 Bucket start Do By B

node 0 t buckets per node node 1

Figure 17: Illustration of the parallel shared memory implementation of the map phase. We
follow the following steps: (1) First, we parallelize the application of the user-defined
map function and save the pair in t arrays. (2) Each thread sorts the pairs of one
array according to their hashed key. (3) Each thread divides its array into p-t buckets
according to their hashed key. (4) We parallelize over the buckets and merge them
into the send buffer.
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7 HYBRID PARALLELIZED MAPREDUCE

(Algorithm 12). The map phase parallelizes the application of the user-defined map function on
each MPI process using a shared memory model. We follow the general idea of the map phase
introduced in Section 6.1. First, the map phase applies the user-defined map function to the
input elements. Then we group the key-value pairs by their key. The algorithm serialized the
keys and their values and saves the results in an MPI_A11 to_allv send buffer for the shuffle
phase. We illustrate the map phase in Figure 17 and Algorithm 21.

We use aggregation with sorting to avoid the cache efficiency problems as described in Section 3.4.
To sort the key-value pairs we use a combination of the in-place cache efficient radix sort IPS? Ra
(Section 3.5) and multi-way merge.

Let MR= (y, p, s, h) be a MapReduce operation with user-defined map function p, serialization
function s, and hash function h (Section 2.2). The MapReduce operation runs on an MPI exe-
cution (S, P,v) with HPC system S, processes P and bindings v (Section 2.1). We parallelize
the map phase on process j € P using ¢ parallel threads, one for each core (j). Algorithm 21
consists of the following steps on process j:

0 The input is a multi-set A7 C I of input elements and the MapReduce operation tuple
MR= (u, p, s, h).

1 First, we initialize a list of key-serialized value pairs KV, and a hash-index list HI,. We
distribute the input elements dynamically between the different threads. Each thread x
applies the user-defined map function pu, serializes the value, and saves the key-serialized
value pairs (k, s(v)) in KV,. We associate (k,s(v)) with a hash-index pair (h(k, z),1),
which we save in HI,. The index ¢ indicates the position of (k, s(v)) in K'V,. We compute
the hash value of the key h(k, z) with the same seed on each process. (Lines 1-8)

2 On each thread x we sort the hash-index pairs HI, by their hash value in ascending
order. By using the sorted hash-index pairs HI,, we can sort the list of key-serialized
value pairs K'V,. (Lines 10)

3 For each thread z we partition the list of key-serialized value pairs KV, according to
their hashed key into ¢ - p buckets. We divide the range of hash values [0, hqz) into ¢ - p.
The bucket KV, (i) contains the pairs with hashed key h(k,z) € [i - htm_—;f, (1+1)- hg}—}?),
where h,,q, is the maximum possible hash value plus one. For a given hash value h we
can determine its bucket i = L%J (Line 11)

4 OpenMP distributes the buckets dynamically between the different threads using a paral-

lel for-loop. For each bucket i we gather all buckets KV, (i) from the different threads .
We perform a t-way merge to gather for each key k all its serialized values. We iterate
over the different buckets KV, (i) and process the keys in ascending order of their hash
value. We save the result of the t-way merge of bucket z in B,.
First, we determine the minimal hash value h,,;, and all corresponding key-serialized
value pairs (k, s(v)) with h(k,z) = hpi,. These pairs can have different keys with the
same hash value. Therefore, we add these pairs into a hash table, with &k as key and s(v)
as value. We save the serialized key s(k), the serialized values and the serialization size
of values into a send buffer B, corresponding to bucket z. (Lines 13-25)

5 Finally, the algorithm merges the serialized buckets B = {By, ..., B;, ..., Byt_1} into an
MPI send buffer for an execution of MPI_All to_allv. For each MPI process ¢ we

construct a send message containing the serialized buckets j, where EJ = 4. This means

we send the keys with hash values in [i - hm%, (14+1)- hm%) to MPI process i during the
shuffling phase. (Lines 26-30)

During the entire map phase, we do not need the values of the key-value pairs. Therefore, we
do not need to save the value but can save the serialized value instead. We need the keys in
Step 4 (Line 18) to group the key-serialized value pairs by their key. We use hash tables to
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7.1 SHARED MEMORY PARALLELIZED MAP

Algorithm 21: Shared memory parallelized Map executed on process j
Input: A C I, MR = (u, p,s,h) // multiset of input elements A7, MapReduce operation MR

KV={KVy,... KVy, ... KV, 1} //initialize an empty list of key-value pairs for each thread
HI={Hl,...,HlL,,.... H, 1} // initialize an empty list of hash-index pairs for each thread
parallel foreach e € A’ do // iterate parallel over the input data and execute on thread x
foreach (k,v) € u(e) do // apply the user-defined map function
HI, += (h(k, z),|KV,|) // save the hash of k and the indez of (k,s(v)) in KV,
KV, 4= (k,s(v)) // save the key k and the seralized value
end
end
parallel // execute in parallel for each thread x
sort HI, by the first pair element
// Divide the pairs in KV, into t - n buckets according to the hashed key by using HI,
KV, ={KV,(i)|0 <i < t-p}, where KV,(i) = {KV]y|| (h,y) € HL, A |$Z1] =i}
end
B ={By,...Bi,....Byi_1} // initialize p - t empty buffers of serialized key-values pairs

// iterate over all buckets in parallel and execute on thread x
parallel_for i€ {0,...,p-t—1} do

KV(i) = Uzego,...i—13 KV (i) // gather all buckets produced by the different threads
while KV(i) conatins pairs do
Pomin = MiNgeqo, . 1—1y MiNg yerv, @) MK, 2) // determine the minimum hash value
// determine the key-value pairs with minimal hashed key and group them by key
C={(k,X)|k € KAk, z) = hpin N X = {s(v)|(k,s(v)) € KV(i)}}
foreach (k,X) € C do
B, += |X| + s(k) // add the size of values and the serialized key
foreach s € X do B; +=s // add the serialized values
end
KV(i) = KV(i)\ {(k,s)|(k,X) e CAhs e X} // remove the processed pairs
end
end
SB = {SB" ..., SB*, ... SB*} // initialize p empty send messages
parallel_for i€ {0,...,p-t—1} do // iterate over all buckets in parallel
I= 4] // we send buckets y -t to ((y+1) -t —1) to node y
Sp =SBt U B, // add the serialized bucket | to the send message
end
return SB’ // return a message for each node

aggregate the serialized values, which require hashed keys. Furthermore, we use a seed z for
the hash function h to determine the process of a key-value pair for the reduce phase. Since
all keys we add to the hash table have the same hash value with seed z, we need to choose a
different seed. Otherwise, the hash table accesses would cause hash collisions.

In Step 2 we use a sequential sorting algorithm to sort the pairs in HI, according to their first
value. This approach has the disadvantage that we cannot perform load-balancing between the
different threads during sorting. Since each thread has mapped an equal number of elements,
the different HI, have similar sizes. An alternative approach is to save all hash-index pairs into
a single list and use a parallel sorting algorithm. This would require to save all HI, into a single
list. This requires additional memory. Furthermore, the NUMA architecture of compute nodes
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7 HYBRID PARALLELIZED MAPREDUCE

makes copying elements between threads slow.

We sort hash-index pairs HI, instead of key-serialized value pairs KV, on each thread x. The
key and value types are user-defined and can be large. Sorting large elements can lead to
longer sorting times if the algorithm needs to copy or swap large data types. Thus, we do not
sort by key, but by the hashed key. Sorting the pairs in KV, directly requires to evaluate the
hash function multiple times. Therefore, for each key-serialized value pair (k, s(v)) € KV, we
compute h(k, z) only once and save (h(k, z),4) in HI,. After sorting, we can use the index ¢ of
(k,s(v)) in KV, to sort KV,.

During the application of the user-defined map function, we distribute the input data equally
between the different threads. This should lead to similar execution times for each thread in
Steps 1-3.

Note that we sort and aggregate the key-value pairs during the map phase before shuffling
through the network. The alternative is to serialize the pairs without aggregation. Our ap-
proach has two advantages. First, we have to serialize each key only once per process (Line 20).
Secondly, serialized keys can be large, for instance during a word count algorithm (Section 4.1).
By aggregating before shuffling, we have to send each key only once from a process. By sorting
during the map phase, the reduce phase amounts to a multi-way merge to finish the aggregation
(Section 7.2).

From Line 14 to 30 we perform a multi-way merge algorithm and save the serialized buck-
ets B into send buffers SB’. Since we use MPI_All to_allv calls during the shuffle phase,
we have to save the send messages for the different processes successively into a single buffer
(Figure 17 Step 4). To minimize memory usage and copy operations we store the serialized
key-values directly into the MPI send buffer. To determine the start index of each bucket B;,
we require their sizes. We perform the multi-way merge from Line 14 to 25 twice. During the
first merge, we determine the size of each bucket, by serializing the key and using the already
serialized values. Then we determine the start index of each bucket in the MPI send buffer by
computing a prefix sum over the bucket sizes. Finally, we merge the serialized key-value pairs
into the send buffer.

A message SB" sent from process j to process i contains the t serialized buckets
{Bti, ..., Br.(it1)-1}. The message starts with ¢ 4+ 1 indexes indicating the start and end in-
dex of each bucket. At position = we save the start index of bucket x. Position x + 1 contains
the end index of bucket z and start index of bucket x + 1. Following the bucket start indexes,
we save the serialized buckets consecutively.

7.1.2. Complexity

We adopted the general structure of the BSP MapReduce algorithm introduced in [86]. We
achieve the same expected running time (Lemma 7.1). We use the MapReduce runtime param-
eters w, w, m, m introduced in Section 2.2 and balls in bins model of Section 2.4.

Lemma 7.1. The input multi-set A is distributed randomly between p processes. Let t be the
number of threads per process. We assume the hash function h is a truly random mapping.
Then the map phase (Algorithm 21) can be implemented with expected running time:

0<w~1og(t)-b<[ﬂ ,tp) +m-b<m] ,tp> +p>.

If w e Q(wlog(t)tplog(tp)) and m € Q(miplog(tp)), then we get an average complezity of:

O<w+m+p>‘
tp
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Proof. We follow the proof of Theorem 4.1 in [86]. We assume that the input elements A C
are distributed randomly between the different processes. At each process j we use a parallel
for-loop to distribute the local input elements A’ C A between the different threads. Therefore,
we can assume that the input elements are distributed randomly between all tp threads.

The running time of applying the user-defined map function (Line 4), evaluating the hash func-
tion (Line 5), serializing values (Line 6), and serializing keys (Line 20) is worst if the work is
as skewed as possible (Lemma 3.1). Therefore, we assume the execution time is zero for all
input elements except for [w/w] elements, which require w time. Assigning [w/w]| elements
randomly between pt threads corresponds to the balls in bins problem [78], where [w/w] is
the number of balls and tp the number of bins. The expected maximum number of elements
per thread is b ([w/w], tp). Since each of these elements has a running time of w, the expected
running time of Lines 3 to 8 is O (w - b ([w/w], tp)).

The user-defined map function produces the intermediate key-value pairs. Therefore, each map
function can produce at most w keys. In total there are at most w keys, which are distributed
between tp threads. Since the input elements are distributed randomly between all threads, the
key-value pairs are produced randomly.(Line 4). As before we can apply Lemma 3.1. Hence,
the expected maximum number of key-value pairs on each thread is b ([w/w],tp). In Line 10
we sort the pairs according to the hashed key-value. We represent the hash values using 64Bits.
By using a radix sort algorithm [17, 44] we can sort in expected O (64 -b([w/w],tp)) time.
Dividing the pairs into equally sized blocks (Line 11) requires a linear scan and therefore runs
in expected O (b([w/w],tp)) time.

On each thread we have divided the key-value pairs into tp buckets. Over all processes we
have tp® buckets. We divide the pairs by dividing the hashed key into |hmq./t/p| sized par-
titions, where h,,q; is the maximum hash value. On each process we assign p buckets to
each thread. Since we assume that the hash function is truly random, each thread processes
expected O (b ([w/w],tp)) pairs (Lines 14-25).

We perform a multi-way merge over buckets KV, (i) for i € {0,...,t — 1}, which has a com-
plexity of O (log(t) - b(Jw/w],tp)) on each thread. We group the pairs in Line 18 by using
a hash table, which requires linear time. The worst case for saving the serialized pairs in a
bucket (Line 19-22) occurs if the serialized data m is as skewed as possible (Lemma 3.1,[86]).
This means if we have k = [m/m] elements with a size of m (Lemma 1 [85]). The expected
maximum serialized data per thread is b([m/m],tp). All in all Lines 14 to 25 have an expected
running time of O (log(t) - b ([w/w],tp) + m - b([m/m], tp)).

We save the buckets B into a single send buffer SB’ used by an MPI_All to_allv command.
We can use a parallel prefix sum to compute the start and end index of each bucket B, in SB’.
A parallel prefix sum over tp elements running on t parallel threads requires O (p + log(?))
operations [88]. By using the same reasoning as before, the worst case for saving the buckets
B, in SB occurs if the expected maximum number of machine words handled by each thread
is m - b([m/m],tp). Since we have the positions of each bucket in SB’, copying results in a
linear scan, which has an expected running time of O (m - b ([m/m],tp)).

All in all Algorithm 21 has a complexity of:

o(mb([g| 1)+ oa b (5] )+ b ([5] w)+ 2 )

prefix sum

Lines 3—13 Lines 14—25 Lines 26—30

With Lemma 2.2, w € Q(wlog(t)tplog(tp)), and m € Q(miplog(tp)) we get the expected time

O<w+m+p>‘
tp
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SB*

SB" SB*7

receive
buffer RB’
1) merge
buckets

2) deserialize
reduce
T D s s s s s O s s s s 5 O
3) gather
output elements
Output D’ [ T e - - -

Figure 18: Illustration of the parallel shared memory implementation of the reduce phase.
(1) First, each thread x gets the bucket x of each received message and merges
the key-values pairs according to their keys. (2) Each thread deserialized its values
and applies the user-defined reduce function. (3) We gather all output elements into
one large array.

7.2. Shared Memory Parallelized Reduce
7.2.1. Algorithm

The following shared memory algorithm parallelizes the application of the user-defined reduce
function on each MPI process. The general idea is to use the buckets constructed during the
map phase described in Section 7.1. Each thread deserializes and merges the buckets received
from the different MPI processes during the shuffle phase. After aggregation, we apply the
user-defined reduce function.

Let MR = (u, p, s, h) be a MapReduce operation with user-defined reduce function p, serializa-
tion function s, and hash function A (Section 2.2). We execute the MapReduce operation on
p parallel processes. We use a shared memory algorithm to parallelize the reduce phase. We
assign ¢ threads for each process j € {1,...,p}. We illustrate this Algorithm 22 in Figure 18.
The algorithm consists of the following steps corresponding to the numbering in Figure 18:

0 The input of the reduce phase at process j are the received messages from the shuffle
phase RB’ and the MapReduce operation MR = (u, p,s,h). The previous map phase
(Section 7.1) at process [ has produced the message SB“ ¢ RB’. This message contains
the serialized key-values pairs sorted in ascended order according to their hashed key
value. (Line 1)

1 The map phase has divided each message M € RB into t buckets. At process j the
bucket z € {1,...,t} in M contains the key-values pairs (k, X') with:

] I KRRl s B e ECRR ] )

The seed z is the same as used during the map phase. We assign a thread to a bucket.
Each thread z iterates in parallel over the received messages M € RB’ and deserialize
the key-values pairs in bucket z. We save the resulting from process [ in CL. (Line 6)

h(k,z) €
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7.2 SHARED MEMORY PARALLELIZED REDUCE

2 Each thread x merges the deserialize buckets C, = {CL,...,CL ....CP}. We perform a
multi-way merge by scanning over the p buckets simultaneously. We gather the key-values
pairs with the same minimal hashed key value h,,;,. We group these pairs according to
their key. We apply the user-defined reduce function p and save the results in a thread-
local output set D?. We remove the key-values pairs (k, X) with h(k,z) = A, and
repeat Step 2 until the buckets C,, are all empty. (Lines 8-15)

3 Finally, we gather the thread-local output elements D? into a single set D7 (Line 17).

During the map phase, we save the start and end index of a bucket z in message SB send
from process j to . The map phase append these start indexes at the start of SB*. This allows
us to determine the bucket boundaries in constant time (Step 1, Line 6).

Note that each thread works exactly on one bucket, which can lead to imbalanced execution
times. We have constructed these buckets by dividing the key-value pairs by their key hash
value. If our hash function maps the keys equally distributed and there are no imbalances in
the key-value pairs, then each thread should get an equal workload. Note that this does not
work if there are some keys with not evenly distributed values, for instance if there is one key
with more values than the rest.

To lower the memory usage we combine the deserialization and merging in Step 1. We perform a
multi-way merge algorithm over the serialized buckets x situated in messages
RB = {SB" .. SBY . SB"7}. Thread = scans over the buckets x in the received mes-
sages simultaneously. We deserialize the keys and values with minimal hashed key value h,,;,
(Line 9). We group the values with the same key (Line 10). For this aggregation, we use a
hash table. We add the key-values pairs with the same hashed key in the table. This allows us
to gather all values of a given key. If we choose a sufficiently large hash value space, then hash
collisions are improbable. Therefore, the number of keys with the same hash values should be

Algorithm 22: Reduce: shared memory
Input: RB', MR = (u, p,s,h)  // output from shuffle phase RE’, MapReduce operation MR

RB = {SB"Y,...,SB", ., SB"}

parallel foreach x € {1,...,t} do // process in parallel on each thread x
C,={C .. C . Cr} // initialize a set of key-values pairs for each receive message
D=1 // initialize an empty output set for each thread
foreach [ € {1,...,p} do // iterate over received messages RD

// deserialize the key-values pairs in bucket x and message SBI
Ch = {(k, X)lk € K, X CV,(s(k),5(X)) € SBY A (x — 1) - ez < h(k,2) < - fopas}

t-p
end
hile 30 # £ € C, do
Romin = mingec, ming yep h(k, 2) // determine the minimum hash value
// determine the key-values pairs with minimal hashed key and group them by key
C={(kX)keKANhk, z)=hnnNX =Ugec, {X|(k,X) € E}}
foreach (k,X) € C do

=

| D, =DlUp(k,X) // apply the user-defined reduce function
end
C,={E\C|E € (.} // remove the processed key-values pairs
end
end
D ={D, .. D, .., D} // gather the locally reduced output
return [V
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small. This results in small hash tables, which can fit into the cache. We use another seed for
the hash function than during the map phase. Using the same hash function would ensure hash
conflicts during the group by key in Line 10.

Finally, in Line 17 and Step 3 we use a prefix sum and parallel copy to gather all local output
elements D7 into a single list D7. We compute the prefix sum over the local thread output list
sizes |DZ|. This provides us with a start and end index for each local list in the final list, as
well as the size of the final list. Each thread x can then copy their elements D7 in parallel into
the final list D7.

7.2.2. Complexity

We analyze the complexity of Algorithm 22 executed after the shuffle phase and Algorithm 21.
We use the MapReduce runtime parameters w, w, m, m introduced in Section 2.2 and balls in
bins model of Section 2.4.

Lemma 7.2. Let the serialized key-value pairs be distributed uniformly at random between tp
buckets. We can implement the reduce phase (Algorithm 22) with expected running time of:

0 <log(p) Db Ug ,tp> +m-b ([;ﬂ ,tp) + log(t)) .

If w € Q(wtplog(tp)) and m € Q(mtplog(tp)), then the algorithm has a time complexity of:

O <log(p) N log(t)) .

Proof. We follow the proof of Theorem 4.1 in [86]. The map (Algorithm 21) and shuffle phase
distribute the workload uniformly at random between tp buckets for the reduce phase. Each
thread processes exactly one bucket in Lines 2 to 16. According to Lemma 3.1 the worst case for
random static load balancing occurs if [w/w] subproblems have a size of w, while the remaining
sizes are 0. The expected maximum number of subproblems per thread is w - b ([w/w], tp).

In Lines 5 to 7 each thread deserializes the key-value pairs of its corresponding bucket. In
Lines 11 to 13 we apply the user-defined reduce functions. This results in an expected running
time of O (w - b(Jw/w],tp)).

Each thread has to merge its bucket from p messages, each provided by a different process. We
perform a multi-way merge in Lines 8 to 15. The key-value pairs correspond to an application
of the user-defined reduce function. Each reduce function can process at most w; pairs, where
w; < w is its runtime. Therefore, we have at most w pairs, where each reduce function consumes
at most w pairs. By applying Lemma 3.1, the worst case expected maximum number of key-
value pairs per thread is w - b ([w/w]). In Line 10 we group the key-value pair with the same
hashed key h,,;, by using a hash table, which results in a linear execution time. Performing
the p—way merge requires O (log(p) - w - b ([w/w], tp)) time.

In Line 17 we save the output elements into a single array on each process j. We determine
the start and end indexes of each thread-local output elements D? by performing a parallel
prefix sum over the sizes of D?. This parallel prefix sum over ¢ elements requires O (log(t))
time. Each thread can now copy its local output DJ into the global output D7. We can apply
Lemma 3.1 and assume the worst case with [m/m] output elements with a size of m. Then
the expected copy time lies in O (m - b([m/m],tp)). All in all, Algorithm 22 has an expected
running time in

O(w-bdﬂ ,tp) +log(p) wbd:ﬂ ,tp> +m-b({m ,tp) —l—log(t)).

Lines 5—7 Lines 8—15 Line 17

+m
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By applying Lemma 2.2 with w € Q(wtplog(tp)) and m € Q(mtplog(tp)) we get an expected

runtime of
+m

o (log(p) Tm 10g(t)> .

7.3. Shared Memory Parallelized Fault-Tolerance

The following sections introduce the algorithms needed for the single node fault-tolerance mech-
anism in Section 5. We present a shared memory implementation of the Redistribute algorithm
in Section 7.3.1. Section 7.3.2 presents the MergeBuffer algorithm. We analyze their runtime
complexity in Section 7.3.3.

7.3.1. Redistribute Algorithm

To realize the single node fault-tolerance, we have to provide a shared memory implemen-
tation for the Redistribute operation used in Algorithm 15 (Section 5). The redistribution
algorithm takes the messages send to a process on the failed node during the previous shuffle
phase as input. This algorithm redistributes the key-value pairs contained in these messages
uniformly at random between the remaining p,,.., processes. The output is a send buffer, which
an MPI_All to_allv operation exchanges between all processes. Let p,q be the number of
processes before a node failure. During the failure & = pyq — prnew MPI processes stop working.
The number of parallel threads per process is t. Let MR= (u, p, s, h) be the previous MapRe-
duce operation with user-defined map function y, serialization function s, and hash function h
(Section 2.2). The MapReduce operation runs on an MPI execution (S, P,~) with HPC system
S, processes P and bindings v, with |P| = ppew (Section 2.1).

Sisf1 S f2 Sifa

messages

1) divide into
buckets S/ (b)

2) copy 2) merge

3) construct
send buffer

message to 0 message to 1 message to
— "
)
RSB || .
RSB RSB RSB RSBM

Figure 19: This figure illustrates the redistribution of the saved messages to reconstruct the
lost data. (0) Gather all messages to processes on a failed node. (1) Divide each
message into ppey -t buckets. (2) Copy and merge buckets together from all messages.
(3) Construct an MPI_A11l_to_allv send buffer.
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7 HYBRID PARALLELIZED MAPREDUCE

We parallelize the redistribution Algorithm 23 on process j € P using t parallel threads, one
for each core (7). Figure 19 illustrates the three main steps:

0 Let F'={f1,..., fo} be the list of processes on the failed node, with |F'| = k. The input is
a list of messages S send to the failed processes F. The map phase (Section 7.1) has con-
structed these messages. Each message S'/ contains ¢ buckets, where bucket z € {1, ..., t}

contains the key-value pairs with hashed key in H((l Dt:;fldl)h’””J , V(l 1)t+Z) s J@) The
previous map phase has sorted the serialized pairs according to their hashed key. k differ-
ent processes contain the self-messages exchanged during the shuffie phase on the failed

node.

1 First, we divide each message S/ into tp,e, buckets. The algorithm iterates over all
messages in S and each thread processes one of its ¢ buckets in parallel. A thread z
divides the old bucket x € {0,...,t — 1} into ppe, sub-buckets y € {1,...,ppew}. The
new bucket S/ (b) in message S%/, with b = Zp,ew + v, contains the key-value pairs
with hashed key in ((l_l)tg’)‘el’:;b_l)hm”J , {((l 12;]” ;;;”Lb)hmmé . We perform a scan over the
sorted bucket, deserialize tﬂelrmﬁeys and determine the boundaries of the new buckets
SEI(b). (Lmes 1 to 8)

2 For each saved message S%/ on process j, we distribute their tp,e,, buckets S“/(b) between
global buckets B = {Bj,..., By, ..., By,...+} in parallel. We parallelize over buckets b €
{1, ..., Pnewt}. We distinguish between copying and merging buckets.

a) copy: Process j has not saved self-messages of the failed processes. Two distinct
messages in S have no key-value pairs with the same hashed key in common.We only
need to copy bucket S/ (b) into the global bucket B, (Lines 11 to 15)

b) merging: Process j has saved self-messages of the failed processes. For two distinct
messages 57/, S%/ € S send to the same failed process f, we have to merge their
buckets S7/(b) and S*/(b). These two buckets contain key-value pairs with the same
keys. We perform a 2-way merge of S/ (b) and S/ (b), which are sorted according
to their hashed keys. We save the result in the global bucket B,. (Lines 15 to 19)

3 Finally, we construct a message RSB send from each process j to [. Each message
contains ¢ buckets of B. RSB saves buckets B—1)i+1 to By. We parallelize the send
message construction over the buckets in B. (Lines 22 to 25)

In Algorithm 23 in Line 5 we determine the start and end index of each new bucket S%/(b)
and save them for later use. For each key-values pair (k, X)) we have saved their serialization
size |(k, X)| followed by the serialized key s(k) and the serialized values v € X. By using the
serialization size and the deserialized key k we can determine their bucket

V(k;,z) —(1— 1)%;;‘

hmaz

pnew‘t

We compute this partitioning with a linear scan over the message. We parallelize over the ¢
buckets in S“/ produced during the map phase (Section 7.1). Since we have saved the start
and end index of each bucket in the message during the map phase, each thread can determine
their bucket it constant time.

In Step 2b we parallelize over the buckets determined in Step 1. If process j has saved self-
messages of the failed node, then we need to merge two buckets S/ (b) and S*/(b). We perform
a linear scan over both buckets, which are sorted according to their hashed key. Then we
determine all key-values pairs with the same hash value and use a hash table to gather all
values with the same key. Note that we have to use a different hash function as during the
map phase. We save the serialized keys followed by their values in S%/(b) and S/ (b) into the
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7.3 SHARED MEMORY PARALLELIZED FAULT-TOLERANCE

Algorithm 23: Shared memory parallelized Redistribute on process j

// saved messages S send to the failed processes { f1, ..., f2}, new and old number of
PTocesses Poid, Pnew and MapReduce operation MR
Input: S = {Sj,f% L) Sj’hv Si’fla ) Si’f2}7pold7pn8w € N7 MR = (/’67 P5 S, h)

foreach Sh/ € S do // divide each saved message into ppey - t buckets
parallel_foreach z € {0,....t —1} do  // each thread = divides one of the old buckets
foreach y € {1, ..., Prew} do // divide bucket x into ppe, new buckets
b=1"Prew +¥y // determine the new bucket b in message S/
hmaz
SU (b) = {(s(k), s(X)) e SHke K, X CVA {’WJ = b}
Pnew-t
end
end
end
B={Bi,...By, ..., Bp,..t} // initialize ppe, -t new empty buckets
foreach f € {f1,..., fo} do // iterate over the failed processes {f1,..., fa}
if S% ¢ S then // process j does not contain the self-message of a failed process
parallel_foreach x € {1,..., ppew - t} do // parallelize over the new buckets x
| B, =B, U S (x) // copy S¥ () into the new bucket B,
end
else
parallel_foreach x € {1,..., ppew - t} do // parallelize over the new buckets x

// merge buckets S?(z) and S/ (z)

By = B, U{(s(k), X1 U Xy)|(s(k), X1) € S7 (x) A (s(k), X2) € ™ ()}
end

end
end
RSB = {RSB", ..., RSB, ..., RSB"P e} // initialize messages RSB™ send from j to x
parallel foreach B, € B do // iterate over buckets B, in parallel

=] +1 // determine the message | for bucket x

RSB = RSB U B, // copy B, into message RSB

end
return RSB’

new bucket By,. Finally, we send the messages with an MPI_A11l_to_allv command. We use a
prefix sum algorithm to determine the position of each bucket B, in the MPI send buffer RSB’
and parallelize over the buckets B, to construct it.

7.3.2. MergeBuffer Algorithm

Algorithm 24 performs the merge buffer operation needed during the single node failure fault-
tolerance mechanism (Section 5.2). The merge buffer algorithm operates on the send messages
produced by the map phase and the messages produced during the recovery. We merge both
buffers together and create tp,., buckets which we distribute between the p,., remaining
processes. We can divide Algorithm 24 into the following steps:

0 At process j, the map phase has produced the pyq send messages SB’. A message
SB" ¢ SB send from process j to | € {1,...,poia} contains t buckets. Let hpa. be
the maximum possible hash value. The bucket z € {1,...,t} in SB! contains key-values
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((l—l)t—&-ac—l)hman {((l—l)t-{-w)hmw
) tpold ! tPoid
has produced ppe, messages RSB" € RSB send from process j to | € {1,..., pnew}.
Bucket x € {1,..,t} in RSB contains key-values pairs with sorted hashed key in
H‘((l_l)t'i'm_l)hmaxJ , \‘((l 1)t+1')hmmtJ)

tpnew tpTLE’lU
1 Algorithm 24 constructs tp,., new buckets, which the recovery has distributed equally
between the remaining processes. On each process j, we parallelize over the new buck-
ets B, € B with t threads. We determine the key-values pairs SB’(b) € SB’ and

RSB’ (b) € RSB’ with sorted hashed key in {b U"“””J (b+1) LMD (Lines 4 and 5)

P tPnew

pairs with sorted hashed key in H J) The recovery phase

2 We perform a 2—way merge on SB (b) and RSB (b) into a new bucket B;. We group the
values according to their key. The algorithm scans over SB(b) and RSB’ (b). We add the
key-values pairs with the same hash value into a hash table. This allows us to aggregate
the pairs according to their key. We save the serialization size of a merged key-values
pairs followed by the serialized key and serialized values from S5’ (b) and RSB’ (b) into By,
(Line 6)

3 Finally, we construct send messages NewSB*! send from process j to [, cach containing ¢
buckets B,. The message NewSB* contains the buckets B-1) to By—1. (Lines 8 to 12)

A map phase (Section 7.1) performed during recovery (Section 5.2.2) constructs the send mes-
sages RSB’. The recovered key-value pairs are distributed uniformly at random between tp,eq
buckets. Therefore, we have saved and computed the bucket boundaries needed in Line 5
during the map phase. This is not the case for the messages contained in SB’, which the
previous map phase has partitioned into tp,qg buckets. We have to determine the start in-
dex of SE’(b) in Line 4. The set SB’(b) contains the key-values with sorted hashed key in

{b {%J (b+1) V“"”J). We determine the bucket z in SB’ containing the key-value pairs

with hashed key h = b { Z;”“ﬂ, with x = {%J We scan over bucket = in SB’ to determine

the start index of SB(b).
We do not need to save the buckets B explicitly before saving them into the MPI_A11 to_allv
send buffer. First We perform the merge in Line 6 without saving the merged key-values pairs

Algorithm 24: Shared memory parallelized MergeBuffer on process j
Input: SB = {SB, ..., SBP4} RSB = {RSB" ..., RSB'"v} MR = (i, p, s, h)

B ={Bo,...By,....; Bp,..,t-1} // initialize ppe, -t new empty buckets
parallel_foreach b € {0,...,ppew -t — 1} do
v=1[2,y=b modt // determine the new process x and local bucket y of bucket b

// gather the key-values pairs in SB’ and RSB’ corresponding to the new bucket b

SB(b) = {(s(k),s(X)) € M|M € SB k€ K, X CV,|esthlhl| —

RSB/ (b) = {(s(k), s(X)) € M|M € RSB,k € K, X C V, | Prewthlts) >J b}

By = {(s(k), X1 U Xy)|(s(k), X1) € SB/(b) A (s(k), X1) € RSB (b)} // merge buckets
end
NewSB = {NewSBj’l, ..., NewSB" ..., NewSBj’p"e”} // initialize messages from process j to l
parallel_foreach Bj € B do // iterate over buckets By in parallel

l= Lpnbewj // determine the message | for bucket x

NewSB" = NewSB"' U B, // copy By, into message NewSB"
end

return NewSB’
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(s(k), X7 U X3) but we compute the size of each bucket B,. Then we perform a prefix sum
over the sizes of B, to determine its position in the send buffer NewSB. Finally, we per-
form the merge in Line 6 again and save the results immediately in NewSE’. Note that after
Algorithm 24 the key-values pairs contained in the send messages NewSB’ are sorted according
to their hashed key.

7.3.3. Complexity

To analyze the complexity of Algorithms 19 and 20, we adopt a similar approach as during
the previous sections. We use the MapReduce runtime parameters w, w, m,m introduced in
Section 2.2 and balls in bins model of Section 2.4. Let p,q and p,e,, be the number of processes
before and after a node failure. Then k = pyiq — Prew indicates the number of failed processes.

Lemma 7.3. Let’s consider the redistribution Algorithm 23 performed after a node failure. Let
the serialized key-value pairs be distributed uniformly at random by key between tp,q buckets
during the map phase (Algorithm 21). We can implement the redistribution Algorithm 23 with
an expected running time of:

= m 2 (W 2
O (kmb Gmw ,tpold> + kwb wa ,tpold) + Pnew + log(t)) :

If m € Q(mtp?,log(tpea)) and w € Q(wtp?,log(tpaa)), then we get an expected complezity of:

@) <I<:w t m + Dnew + log(t)) )
tPoia
Proof. Let’s consider Algorithm 23. Processes which have saved a self-message of a failed node
have 2k input messages S. The remaining processes process k messages. Each message consists
of t buckets. Each process in the map phase partitioned their key-value pairs into tp,q buckets.
This results in an overall uniform distribution of pairs into tp?,; buckets by their keys. In Line 2
each thread processes a bucket. Furthermore, the user-defined reduce function consumes the
intermediate key-value pairs and each call of this function processes at most w pairs. According
to Lemma 3.1 the worst case for static load balancing occurs if the workload is skewed and
we have at most [w/w]| different keys with w values each. Therefore the expected number of
key-value pairs per bucket and processed by each thread is wb ([w/w] , tp%,).
In Line 5 each thread scans over the sorted intermediate pairs and divides the bucket into pje.
partitions. Since each process processes at most 2k messages. Lines 1 to 8 require expected
O (kwb ([w/w] , tp%,)) time.
From Lines 11 to 19 each thread processes p,., buckets generated in the previous step. By
applying Lemma 3.1 and the previous reasoning, each thread processes expected at most
wb ([w/w] , tp?,) pairs. We use Lemma 3.1 and reason that the maximum expected number of
machine words per thread is mb ([m/m] , tp?%,). If the process does not contain self-messages of
the failed node, we only perform copy operations which results in expected
O (kmb ([m/m] ,tp?,)) time for all k& messages. Otherwise we perform a 2-way merge and
copy operations which requires expected O (kmb ([m/m] ,tp?,) + kwb ([w/w] ,tp?,)) time.
Finally, we compute a prefix sum on each process over the new bucket B sizes to get the start
and end indexes in the MPI_A11_to_allv send buffer. This requires O(ppew + log(t)) opera-
tions. By using the same reasoning as before each thread processes expected mb ([m/m] , tp?,)
machine words in Line 22. All in all, Algorithm 23 has an expected runtime of
O(ku_)b dm ,tpild) + kernb ( mw ,tpild) + Pnew + 0g(t) )
_

prefix sum

Lines (1—8)(9—20) Lines (9—20)(22—25)
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7 HYBRID PARALLELIZED MAPREDUCE

Furthermore, if m € Q(mtp?,1log(tpea)), w € Q(wtp?,log(tpea)) and by applying Lemma 2.2
we get an expected runtime in

O <k:w 4; mn + Prew + log(t)) )
D14

m
Lemma 7.4. Let’s consider the merge Algorithm 24 performed after a node failure. Let the
serialized key-value pairs be distributed uniformly at random by key between tp buckets during

the map phase (Algorithm 21) and redistribution (Algorithm 23). We can implement the merge
Algorithm 24 with an expected runtime of:

0 (1 ([2] i) #7102 t9n) # o + 1),

If w € Q(Wtppew 10g(tPrew)) and m € Q(MitPpew 10g(tPnew)), then we get an expected runtime of:

w+m
o < o~ + Prew + log(t)> :

Proof. Over all processes j, the send SB and recovered messages RSB’ contain all serialized
key-value pairs produced during the map phase. In Line 6 we distribute all pairs into tp?.,,
buckets. We use a hash function to assign pairs interdependently and uniformly at random
between these buckets by their key. Each parallel thread processes ppe., buckets in Line 6.
During the reduce phase, each user-defined reduce function can process at most w key-value
pairs. By applying Lemma 3.1, the expected number of pairs processed by each thread is
wb ([w/w] , tppew) in Line 6. By using a similar reasoning, the expected number of machine
words is mb ([m/m] , tpnew)-

The bucket boundaries in Line 5 can be determined in constant time, since we have saved
them during the recovery map phase. In Line 4 we can determine the start of the new
bucket by scanning an additional bucket in the worst case as described in the previous sec-
tion. Performing the 2-way merge in Line 6 and aggregating pairs with the same key and
hash value can be done in Linear time. Therefore, Lines 2 to 7 have an expected runtime of
O (wb ([w/w] , tpew) + mb ([m/m], tppew)).

We perform a prefix sum over the sizes of buckets B to determine their positions in the
MPI_All to_allv send buffer. This requires O (pnew + log(t)) operations. By using the same
reasoning as before each thread processes expected mb ([m/m] , tppew ) machine words in Line 11.
All in all, the expected runtime for Algorithm 24 lies in

O ([ 1) 40 (2] )+ ps + o))

prefix sum
Lines (4—6) Lines (6)(8—12)

Furthermore, if we have w € Q(Witppew 10g(tPnew)) and m € Q(Mitprew 10g(tPnew)) We can apply
Lemma 2.2 and get a runtime of

O (w +m +pnew + 10g(t>> .
tpnew
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8 EXPERIMENTAL SETUP

8. Experimental Setup

The following sections contain our experimental setup used to evaluate our MapReduce frame-
work and its fault tolerance mechanism (Section 9). We run all our experiments on the
SuperMUC-NG supercomputer (Section 8.1). Section 8.2 contains the used software, com-
piler and libraries. We describe the failure generation and our MapReduce configurations in
Section 8.3. In Section 8.4 we describe the timing of the different parts of our algorithms. Ad-
ditionally, we list the benchmark data sets used in our experiments (Section 8.5). We use these
sets to run the benchmark algorithms introduced in Section 4. Finally, we give an overview of
our used plots (Section 8.6)

8.1. Hardware

We perform the experiments in the following sections on the SuperMUC-NG high performance
computing system [10]. The Leibniz Supercomputing Center (LRZ) of the Bavarian Academy of
Sciences and Humanities situated in Munich maintains and runs this supercomputer. Figure 20
illustrates the architecture of SuperMUC-NG. This HPC system consists of 6336 thin and 144
fat compute nodes [6]. These two types of nodes only differ by the available memory. Thin
nodes have 96 GiByte of memory, while fat nodes have 768 GiByte of memory. Each node
consists of two sockets with a total of 48 cores, where each socket is an Intel Skylake Xeon
Platinum 8174 processor [3, 8]. Intel launched this processor in 2017. It consists of 24 cores,
and 48 threads. The processor base frequency is 3.10 GHz, with am maximum turbo frequency
of 3.90 GHz. Each core has a L1 cache of 64 KiByte and L2 cache of 1024 KiByte. All cores
on a possessor share an LLC cache with 33 MiByte. SuperMUC-NG employs four login nodes
through which we can access the compute nodes and start our experiments [1].

SuperMUC-NG groups the thin compute nodes into 8 domains or islands. The remaining fat
nodes constitute the last island. A fast OmniPath network [10, 94] connects the nodes inside an
island. This network consists of a fat tree optimized for highly efficient communication [76, 99].
Between islands, the supercomputer adopts an OmniPath network topology, which is pruned

8 islands of thin nodes island of fat nodes
792 thin nodes . . . |792 thin nodes 144 thin nodes
2x24| - - 2 x 24 2x24| - 2 x 24 2x24| <+ - 2 x 24
OmniPath fat tree OmniPath fat tree OmniPath fat tree
network (100 GiByte/s) network (100 GiByte/s)|| |network (100 GiByte/s)
OmniPath network (100 GiByte/s) with pruning factor 1:4

LRZ Data Center Network

4-100 GiByte/s 2-100 GiByte/s

scratch file system
(16 PiByte)

4 Login Nodes

Figure 20: Illustration of the SuperMUC-NG architecture including the compute nodes, network
typology, file system, and login nodes [2, 3, 4, 10].
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with pruning factor 1:4. A pruned OmniPath network omits intermediate switches [12]. The
communication bandwidth over the OmniPath network is 100 Gbit/s. During our experiments
we ensure to perform our tests on one single island. We perform the experiments on the thin
compute nodes with 96 GiByte of memory. We use the base process frequency, disable the
turbo frequency, and disable automatic frequency scaling.

The SuperMUC-NG storage consists of Lenovo DSS-Gs for IBM Spectrum Scale [4]. Note that
compute notes do not have local disks and use the scratch file system to replace the /tmp
directory [4]. Instead, one has to use the parallel scratch file system, which is not situated on
the compute nodes. We can access this file system with an average bandwidth of 200 GiByte/s.
This scratch system handles all temporary data sets and we have access to 1 PiByte of storage.

8.2. Software and Compilation

The login and compute nodes run SUSE Linux Enterprise Server 15 SP1. SuperMUC-NG
schedules the experiments using the Slurm 20.11.7 batch system. We compile our MapRe-
duce frame work with GCC 8.4.0 and use the C++17 standard. We construct the make
files with Cmake 3.16.5. We use the OpenMPI 4.0.4 and OpenMP 4.5 libraries. OneTBB
(branch: master, commit: 9e15720b) [13] is a GitHub project, which we use to include the
Intel oneAPT Threading Building Blocks library [7]. For sorting we use IPS? Ra (branch: mas-
ter, commit: ee6103c) [68] introduced in Section 3.5. We use xxHash (branch: dev, commit:
4aa3d5h9) [31] as hash functions in our library. We compile with optimization -03 and compi-
lation parameter ~-DNDEBUG.

8.3. Parameters Used and Failure Generation

We designed our framework with ULFM (Section 3.1) in mind, but this library did not run re-
liably on SuperMUC-NG. Periodically, ULFM processes failed without generating any failures.
Therefore, we use OpenMPI 4.0.4 and simulate failures. We chose this MPI implementation,
because ULFM is based on OpenMPI 4.0 [25]. During our experiments testing the failure re-
covery, we simulate the failure of 10% of a jobs compute nodes if not specified otherwise. We
distribute the failures equidistantly and uniformly between all successive MapReduce operations
of a benchmark algorithm. We use the number of MapReduce operations occurring during the
execution without failure generation to distribute failures. Since we detect failures during the
shuffle phase, we simulate them during the MPI_A11 to_allv message exchange. We use rand
and srand of the <stdlib.h> with seed 25 to generate the same failed node on all MPI processes,

Table 1: List of MapReduce framework configurations and their designation used during the
experimental evaluation in Section 9. MPI represents the pure MPI algorithm and HYB
the hybrid MPI and OpenMP algorithm. The designation ft indicates that we save
self-messages for fault tolerance and gf specifies that we generate node failures.

Algorithm ‘ Description Sections

MPI-MR MPI MapReduce without fault tolerance 6
MPI-MR-ft MPI MapReduce with fault tolerance (save self-messages) 5.2.2+6
MPI-MR-gf | MPI MapReduce with fault tolerance and 10% node failure  5.2.2+6
HYB-MR Hybrid MapReduce without fault tolerance 7
HYB-MR-ft | Hybrid MapReduce with fault tolerance (save self-messages) 5.2.247
HYB-MR-gf | Hybrid MapReduce with fault tolerance and 10% node failure 5.2.247
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which stop their normal execution. We determine all processes situated on the node provided by
rand and use MPI_Split to remove them from the MPI communicator. All nodes not situated
on the failed node perform the recovery phase . Furthermore, we perform the experiments for
the benchmark algorithms with and without saving self-messages (Section 5) without generat-
ing node failures. In Table 1 we show the designations of the different MapReduce framework
configurations used during our experiments. Note that MPI (HYB)-MR-ft=MPI (HYB)-MR, since
we do not exchange self-messages. Furthermore, MPI (HYB) -MR-ft=MPI (HYB) -MR-gf, because
we start failure generation after 10 nodes.

For our Hybrid Parallelized MapReduce algorithm (Section 7) we pin each MPI process to a
different socket. This results in two processes per compute node. We pin the OpenMP threads
used by an MPI process to the each core on the corresponding socket. Each process has access
to 24 cores and OpenMP threads. For our pure MPI implementation (Section 6) we start a
process for each core, which results in 48 processes per node. We bind each process to a different
core. We do not perform experiments for hyperthreading or MPI overcommitment.

8.4. Timing

Since our MapReduce framework is an in-memory implementation and we are interested in the
performance of the fault tolerance mechanism, we exclude the time spend performing the 1/0.
We start monitoring after reading the data from the parallel file system and distributing the
input randomly between the different processes. For all our configurations, each MPI process

Table 2: Designations used to identify the runtime of the different code segments of our MapRe-
duce implementation during the experiments in Section 9. We take the maximum
runtime over all MPI processes performing the different phases in parallel.

Label Description Algorithm

MapReduce time to .perfor.m a MapReduce operation Algorithm 12
including failure recovery

time to perform the map phase, this

map includes the key-value pair serialization Algorithm 12 Line 2
and the local group by key

shuffle tlm&g;;?ﬁ:ﬁi?& I;)f;iiges Algorithm 12 Line 3

time to perform the reduce phase, this
reduce includes the key-values pair deserialization Algorithm 12 Line 4
and gathering all values per key
save runtime to save the send messages and Algorithm 16
exchange self-messages
recovery time to recover from a node failure Algorithm 15
, ) time to distribute the saved messages . .
redistribute Algorithm 15 Line 7

during recovery

recovery shuffle

time to shuffle the redistributed
data during recovery

Algorithm 15 Line 8

recovery reduce

time to perform the reduce phase
during recovery

Algorithm 15 Line 9

recovery map

time to perform the map phase during recovery

Algorithm 15 Line 10

merge buffer

time to merge buffers during recovery

Algorithm 15 Line 11
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uses <sys/time.h> to stop the runtime of the different phases: map phase, shuffle phase,
reduce phase, save self-messages time, and recovery time. In our results we only represent
the maximum execution times over all processes. Table 2 lists the labels which we use in our
experiments. Furthermore, we visualize the maximum runtime across all processes per phase
during our experiments.

5 english 7 yelp gutenberg

10 A 107% 106i
105? 106% 1053
© 104: %) 105é %)
= ; = 104 g 10t
©1083: ) .3
2 2§ 2 103% 210 :
101§ 101% 101%

10050 05 1.0 15 20 100éo 1 .2"3."4‘ 10050 0‘5I 70 s 20

‘ wdrd oécurfenceé Le7 word occurrences !¢’ ' woi‘d océurreﬁces Tes

Figure 21: These tree histograms show the distribution of word occurrences of each text listed
in Table 3. The z-axes contain the word occurrences and the y-axes represent the
number of words in each bucket. We have chosen a logarithmic scale on the y-axes.

8.5. Benchmark Sets

In Section 8.5.1 we introduce four text benchmark data sets used during our Word Count
experiments. Most of our benchmark algorithms (Section 4) require graphs as input, which we
present in Section 8.5.2.

8.5.1. Text Data Sets

We use the texts in Table 3 to perform runtime experiments of our MapReduce framework with
the Word Count algorithm (Section 4.1). We take the english [43] and gutenberg [9] data sets
from the Gutenberg Project [9]. The english text is a concatenation of english text files from
the etext02 to etext05 collections. The Gutenberg Project [9] contains over 60000 free books
in plain text format. The yelp data set is a collection of Yelp reviews [11].

In Figure 21 we illustrate the occurrences of words in each text listed in Table 3. Note that
for english, yelp, and gutenberg most words have a low occurrence. There are few words

Table 3: This table gives an overview of our text benchmark data sets, their sources, and their
sizes. We use these texts to test our MapReduce framework with the Word Count
algorithm (Section 4.1).

Text Description Source Size (GB)
english concatenation of open source english books  [43] 2.21
yelp Yelp reviews as json file [11] 6.95
gutenberg Gutenberg bible in text form [9] 22

x GiBytes of random text generated by the
randtext-y  Hadoop RandomTextWriter with words [5] x

chosen from the distinct text y
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with a high occurrence. The text english contains 811644 distinct words with a maximum
occurrence of 22804 033 and gutenberg consist of 4436574 distinct words with a maximum
word occurrence of 208499 702 for "the”. Additionally, the maximum word occurrence of yelp
is 20 541 926.

The Hadoop random text generator RandomTextWriter [5] is a standard benchmark set for
Word Count experiments [22]. This text generator creates texts by choosing words indepen-
dently and uniformly at random from a list of 1000 distinct words until we reach a given size.
The authors of [22] consider this benchmark bad for the reduce phase in MapReduce algo-
rithms, because of the small word number. In our Word Count MapReduce implementation,
the keys are words. Since we assign each key a process during the reduce phase, this may lead
to imbalances during the shuffle and reduce phase (Section 9.1). The randtext-y text is a text
generated by the RandomTextWriter [5] algorithm, where we choose the words from the unique
words in text y. For instance, the gutenberg data set contains 4436574 distinct words.

8.5.2. Graph Data Sets

During our experiments with PageRank (Section 9.2), cc (Section 9.3), and R-MAT (Section 9.4)
we use the graph datasets listed in Table 4. We use the orkut and twitter graphs provided by
the Stanford Network Analysis Platform (SNAP) [60]. Orkut is a social network, where users
are linked to their friends. We use the orkut friendship social network graph with n = 3072441
vertices and m = 117185083 edges [59]. The twitter graph consists of the follower relations
from a snapshot taken in 2010 [61]. It contains n = 41652230 vertices and m = 1468364884
edges. An edge (x,y) is part of this graph, if y is a follower of z. The histograms in Figure
22 illustrate the distribution of the outgoing vertex degrees of orkut and twitter. Note that
most vertices have a low degree. Most vertex degrees in orkut are smaller then 1000, but the
graph has one vertex with degree 33007. Furthermore, most vertices in twitter have a degree
smaller than 100 000, but one vertex has 2997487 neighbors.

We use the KaGen random graph generator [45] to generate random hyperbolic graphs [50]
rhg-d8-g3 with an average vertex degree of 8 and a gamma factor of 3. In random hyperbolic
graphs the number of vertices with degree a vertex degree d is proportional to d?, where v > 0
is the gamma factor [97]. We can use these random hyperbolic graphs to generate and simu-
late large networks, for instance the World Wide Web. KaGen generates us these graphs for
our week scaling experiments for PageRank. Since KaGen allows us to specify the number of
vertices and edges, we can generate larger graphs by increasing the node number and keeping

Table 4: This table gives an overview of our graph benchmark data sets, their sources, their
number of nodes n and number of edges m. We use these graphs to benchmark our
MapReduce framework with the graph algorithms in Section 4.

Graph Description n m Source

orkut online social network graph 3-10° 108 [59]

twitter snapshot of Twitter in 2010 4-10"  1.4-10°  [61]
Random Hyperbolic Graph with

rhg-d8-g3 n vertices, average degree 8, n 8-n [45, 50]

and gamma factor 3
random Erdods Rényi graph with
n vertices and average degree of x
R-MAT graph with n vertices
and average degree of x

ErdésRényi-dz-nn r-n [40]

rmat (a,b,c,d)-nn-dz n x-n [27]
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Figure 22: These two histograms show the distribution of outgoing vertex degrees of the orkut
(left) and twitter (right) graphs (Table 4). The z-axes contain the word occurrences
and the logarithmic y-axes represent the number of words in each bucket.

an average degree of 8.

A random Erdés Rényi graph [40] G, is a graph chosen randomly between all graphs with n
vertices and m edges. We use our R-MAT MapReduce implementation (Section 4.4) with pa-
rameters a=b=c=d=0.25 to generate Erdés Rényi graphs [27]. We use the ErdésRényi-dz-nn
graph with n vertices and average degree of x during our cc experiments. This allows us to
generate small connected components for small z (Section 4.4). We use rmat (a,b,c,d)-nn-dz
to indicate a R-MAT graph with parameters a, b, ¢, and d with n vertices and m = x -n edges.

8.6. Statistics

In Section 9 we perform strong and weak scaling experiments to analyze the behavior of our
MapReduce framework with increasing number of compute nodes. For strong scaling exper-
iments we use a single data set as input, while increasing the number of node. We plot the
number of nodes on the z-axes and the runtime on the y-axes. We often need to choose log-
arithmic y-axes to analyze the behavior for large node numbers. An optimal scaling behavior
occurs if the runtime decreases proportionally to the increasing node number. Doubling the
compute nodes should half the runtime.

We use relative speedup plots to visualize the scaling behavior during strong scaling experi-
ments. The y-axis illustrates the speedups %1 - n1, where t; is the time of the execution with
lowest node number n;. The term ¢ is the execution time for the different node numbers il-
lustrated on the z-axis. We achieve an optimal speedup if the data points are situated on the
line y = x. If the different MapReduce phase speedups correspond to a linear function of the
form r(z) = ax + b, we can compute a linear regression. The slope a of this regression repre-
sents the observed speedup [101]. Let D be a set of data points with (n,s) € D, where n is the
number of nodes and s its speedup calculated as above. Then the linear regression minimizes

the mean square error
1
e(r,D) =+ Y (r(n)—s)%
| | (n,s)eD
We use liner or optimal speedup to determine a speedup with slope a = 1 and super linear
speedup for a > 1.
During our weak scaling experiments we increase the input size proportionally to the number
of nodes. We use double the amount of input data if we double the number of nodes. Ideally
this should result in no runtime increase. We represent the number of nodes on the x-axes and
the execution time on the y-axes.
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9. Experimental Results

We analyze our MapReduce frameworks with and without hybrid parallelization
(Sections 6 and 7) by performing runtime experiments on the MapReduce algorithms intro-
duced in Section 4. We run strong and weak scaling experiments to analyze their scaling
behavior and the overhead of our fault-tolerant mechanism. We perform our experiments on
the Supermuc-NG high performance computing system (System 8.1) and use the experimental
setup described in Section 8.

Section 9.1 shows our results with the Word Count algorithm. Furthermore, we apply the
PageRank and connected components algorithms on different graphs in Sections 9.2 and 9.3
respectively. We illustrate the results of the R-Mat graph generation with our MapReduce
library in Section 9.4. Finally, Section 9.5 gives a brief summary of all our experiments.

9.1. Word Count

We apply the Word Count algorithm implemented in our MapReduce framework as indicated in
Section 4.1 to real world text samples (Table 3). Initially, we distribute the texts uniformly be-
tween the different processes. By increasing the number of compute nodes, we want to analyze
the scaling behavior and the overhead of sending self-messages for our fault-tolerant mechanism
(Section 5). Since Word Count consists of a single MapReduce operation, we cannot test the
recovery from a failed node. Furthermore, we compare the MapReduce implementations with
(HYB-MR(-ft)) and without (MPI-MR(-ft)) hybrid parallelization.

Figure 23 shows the execution times of our MapReduce implementations with and without
fault-tolerance applied on the english, yelp, and gutenberg data sets. First of all, we observe
that increasing the number of nodes decreases the execution time for the hybrid MapReduce im-
plementation. This is also the case for MPI-MR(-ft) until 80 nodes for english and yelp. We
detect an increase from 0.31s on 80 nodes to 0.56s on 160 nodes for english. Fort gutenberg
this increase starts at 128 nodes from 2.04s to 2.51s (256). We analyze this behavior further
in Figure 24a on the gutenberg text, since we have results for a higher number of nodes and

102%= T =
i english i yelp T gutenberg

—~ 1015 T =
2 T T 2
© T4 T T
£ - ]
+ 1005 @ z 2

]_0_1—|vvv|vvv| vvvvvvv bttt el o o e e e

0 40 80 160 0 40 80 160 0 32 64 128 256

#nodes
—e— MPI-MR MPI-MR-ft —— HYB-MR —— HYB-MR-ft

Figure 23: Illustration of strong scaling experiments executed on the texts in Table 3 and
MapReduce configurations listed in Table 1. We apply the Word Count algo-
rithm on english (nodes in {1,5,10,20,40,80,160}, 7 runs), yelp (nodes in
{5,10,20,40,80,160}, 7 runs), and gutenberg (nodes in{4, 8,16, 32,64, 128,256},
4 runs). The z-axes show the node number, while the logarithmic y-axes show the
average runtime over all runs.
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its our largest text data set. The experiments for english and yelp yield the same results and
we illustrate them in Section C.1 (Figures 48 and 49).

The execution time of the shuffle phase starts increasing for MPI-MR(-ft) from 0.39s on 32
nodes to 1.16 on 256 nodes (Figure 24a). Since the time of the other phases does not increase,
the shuffle phase causes the execution time increases for the entire MapReduce operation ob-
served in Figure 23. Let n be the number of nodes, then MPI-MR(-ft) employs 48n MPI
processes, while HYB-MR(-ft) uses 2n (Section 8). Furthermore, the shuffle phase uses the
collective MPI_Al11l to_allv operation to exchange the key-value pairs between processes. This
MPT operation is part of the irregular MPI collective, which are known to have scaling issues for
large process numbers [18, 19]. Moreover, collective operations require synchronization, which
can lead to significant overheads due to operating system or network noise [18]. Note that the
shuffle phase of our hybrid MapReduce implementation decreases from 0.44s to 0.35s between
32 and 256 nodes.

Additionally, the reduce phase of MPI-MR(-ft) decreases until 32 nodes, after which it remains
constant at 1.22s. On the other hand, the reduce phase of HYB-MR(-ft) keeps decreasing be-
tween 32 and 256 nodes from 1.90s to 1.78s. We can explain this with the word occurrences in

B MPI-MR ) MPI-MR-ft ) HYB-MR ) HYB-MR-ft
5 S — I de — Iy T b
B1071: £ z : [‘k %
= I £ i I
z T l\‘\‘\-\ﬁ cn
1073 Lt b T b AT ST R e ST TR
43264 128 256 43264 128 256 43264 128 256 43264 128 256
#nodes
—e— MapReduce map  —<— shuffle @ —— reduce —— save
(a) The logarithmic y-axes show the average runtime.
500 MPI-MR B MPI-MR-ft B HYB-MR ) HYB-MR-ft
2 00, | | o
I 1 I /.
g 400 o o
(3] // ;q..)
500" : : 2
2 200° —===1 Hi - g
c;B’ 100- 0.92x+2:66%6=3.66 1 /Q;Jlﬁg-'l;ig,c:U:LEZ”"‘/MV i 0.78x46:06%2 1/8'42 5
) 1 A I =
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(b) The linear functions ax + b are a linear regression for the map phases (map) and the save self-
message phase of HYB-MR-ft (save). The term e indicates the mean square error. The y-axes
show the average speedups.

Figure 24: We perform 4 runs of each MapReduce configuration (Table 1) executing Word
Count (Section 4.1) on gutenberg with nodes in {4, 8,16, 32,64, 128,256}. The z-
axes show the number of nodes. We illustrate the map phase including grouping by
key and serialization (map), the reduce phase including deserialization (reduce), the
shuffle phase (shuffle), the save self-message time (save), and the entire MapRe-
duce execution (MapReduce)
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Table 5: This table shows the relative average MapReduce phase times r, = t:r -100% during
the Word Count experiments on gutenberg (Figure 24). ¢, is the average execution
time of phase x and t,,, the MapReduce time over all runs and node counts.

MapReduce | map(%) reduce(%) shuffle(%) save(%)

MPI-MR-ft 04.33 30.54 14.16 0.97
HYB-MR-ft 67.95 23.16 7.45 1.44

the different texts. As indicated in Figure 21 and Section 8.5, gutenberg has a maximum word
occurrence of 208499 702 for "the’, where 99.99% of all distinct words occur less then 107 times.
This leads to an imbalanced reduce phase, since one process has to handle the key "the’. The
entire phase is bound by this slower process. Increasing the number of nodes cannot decrease
the execution time because of this bottleneck workload. Therefore, we see nearly no speedups
for the reduce phase (Figure 24b).

The map phase, on the other hand, decreases with increasing number of nodes (Figure 24a).
We use a linear regression to analyze the speedups of the different map phases (Figure 24b).
This results in a nearly linear speedup for MPI-MR(-ft), which has a slope of 0.92(0.97). The
speedup of our hybrid MapReduce implementation is lower with a slope of 0.78 for HYB-MR. This
matches the theoretical results in Sections 6.1 and 7.1. We only achieve the optimal speedup
with our random static load-balancing strategy, if the problem size is large enough compared
to the number of used processes and parallel threads. In this case, the used data sets may be
too small for HYB-MR. Note that its theoretical runtime has an additional factor p.

Moreover, the execution times with fault-tolerance mechanism are close to those without
(Figure 24a). For MPI-MR-ft saving self-messages constitutes 0.97% of the average execution
time (Table 5), while the save phase of HYB-MR-ft requires 1.44% of its average runtime. Fur-
thermore, we observe a super linear speedup for the save self-message times of HYB-MR-ft
(Figure 24b). The linear regression over the save phase times has a slope 1.38 > 1. This result
corresponds to the theoretical results proven in Lemma 5.1, which proves an expected runtime of
@ (l{:}%), where m is the total data send size, p the number of processes, k the process count per
node, m the maximum message size, and m € Q(mp®log(p)). The speedups of MPI-MR-ft, on
the other hand, are greater than one until 64 nodes and smaller after 128. Note that MPI-MR-ft
employs 24 times more processes than HYP-MR-ft, which requires a larger input data set m to
achieve the optimal runtime.

We illustrate the relative execution times for the different phases during a MapReduce oper-
ation for the yelp and english data sets in Section C.1 in Tables 9 and 10. Additionally,
for both frameworks, the map phase constitutes more than half of the entire MapReduce
operation (Table 5). This can be explained by the group by key performed during mapping
(Section 6 and 7), which transforms pairs into aggregated key-values pairs. Hence, the group
by key performed during the reduce phase works on potentially fewer pairs.

As described above and in accord to the theoretical results our MapReduce frame work may not
scale optimally, if the data set is too small for the number of used nodes or the data set contains
a large bottleneck workload. To test our library in a more favorable environment we perform
weak scale experiments with randomly generated texts. We use the Hadoop random text gen-
erator (Section 8.5), used by Word Count implementations during testing [22]. This generator
creates a text from a pool of 1000 words. Since this number of words is too small for scalability
during the reduce phase, we choose words from the gutenberg data set (Section 8.5).

As during our strong scale experiments we notice that the runtime with and without fault-
tolerance are similar (Figure 25). For HYB-MR-ft the save self-message time constitutes 1.11%
of its total execution time and for MPI-MR-ft 1.41% (Table 8). Furthermore, for both MapRe-
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Table 6: This table shows the relative average MapReduce phase times r, = t:r -100% during
the Word Count experiments on gutenberg (Figure 24). ¢, is the average execution
time of phase x and t,,, the MapReduce time over all runs and node counts.

MapReduce | map(%) reduce(%) shuffle(%) save(%)

MPI-MR-ft 68.06 20.68 9.85 1.41
HYB-MR-ft 90.12 1.97 6.8 1.11

duce configurations the execution time of the save time is slower than the other phases and
decreases with increasing number of nodes. The save time decreases from 0.2404s at 2 nodes
to 0.0277s at 256 nodes for HYB-MR-ft and 0.3096s to 0.0033s for MPI-MR-ft. This matches
the theoretical results as described above.

The map phases represent more than 68% of the entire runtime (Table 8), which can be ex-
plained by the fact that it performs the most work as described above. Furthermore, its
execution time remains nearly constant with increasing node number. The map phase of
MPI-MR(-ft) remains between 3.26s and 3.52, while the map phase of HYB-MR(-ft) is be-
tween 5.02s and 5.27s. Moreover, the shuffle phase increases 2.37 times for HYB-MR and 9.36
times for MPI-MR from 1 to 256 nodes (Figure 26). The time of the shuffle phase increases
faster for MPI-MR and MPI-MR-ft. As described above this may indicate scalability issues for
the MPI_A11 to_allv operation.

Furthermore, the reduce phase of MPI-MR (avg. 1.04s) is slower than that of HYP-MR (avg. 0.11s)
(Figure 26). The hybrid MapReduce implementation uses a p—way merge during the reduce
phase, where p is the number of processes, while the MPI-MR(-ft) uses a sorting algorithm.
Note that HYP-MR (-ft) has a worse theoretical execution time due to this merge (Section 7.2.2),
but it consists of a single scan over the data. Whereas the radix sort used by MPI-MR(-ft)
may has a larger constant time factor (Section 6.2.2).

The map phase of MPI-MR (avg. 3.31s) is faster than the map phase of HYP-MR (avg. 5.19s)
even though their general idea remains the same (Figure 26). This may be caused by additional
scans over the data, the t-way merge of buckets, and prefix sum, which we require to enable
the parallel shared memory implementation of HYP-MR(-ft) (Section 7.1).
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Figure 25: We apply the different MapReduce configurations with Word Count on the ran-
domly generated text randtext-gutenberg (2GiByte of text per nodes) with seeds
in {0,1,2,3,4} and nodes in {1,2,4,8,16,32,64,128,256}. The z-axis shows the
number of nodes, while the y-axis show the average runtime with error bars illus-
trating the standard deviation.
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Figure 26: For each seed in {0,1,2,3,4}, nodes in {1, 2,4, 8,16, 32,64, 128,256} we apply Word
Count on randtext-gutenberg (2GiByte of text per nodes). We illustrate the map
phase including grouping by key and serialization (map), the reduce phase includ-
ing deserialization (reduce), the shuffle phase (shuffle), the save self-message time
(save), and the entire MapReduce execution (MapReduce). The z-axis shows the
number of nodes, while the y-axis show the average runtime with error bars illus-
trating the standard deviation.

Over all our Word Count experiments saving and sending self-messages requires at most 1.08
times more time for MPI-MR and 1.04 for HYB-MR-ft (Figure 27a). Furthermore, HYB-MR-ft is
x1.01 lower and MPI-MR-ft x1.02 for 19 instances out of 29. As we observe in Figures 25 and 24
HYB-MR(-ft) is slower than MPI-MR. In Figure 27b we compare all MapReduce configurations
with MPI-MR. HYB-MR(-ft) are at most 3.07 times slower and for 15 instances it is less than
1.5 times slower.
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(a) The y-axis shows the runtime of the MapRe- (b) The y-axis shows the runtime with saving self-
duce configurations divides by MPI-MR-ft. A message divided by the MapReduce without.
value of 1.04 indicates for X-MR-ft that there A value of 1.04 indicates for HYB-MR-ft that
is an instance, where HYB-MR-ft is 1.04 times there is an instance, where HYB-MR-ft is 3.07
slower than HYB-MR times slower than MPI-MR

Figure 27: These plots contain the values of the gutenberg, yelp and english experiments
(Figure 24) as well as the week scaling experiments (Figure 25). The z-axes are Word
Count applied on the different data sets with their corresponding node numbers. We
average over runs. We compare the different configurations to a base line.
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To sum up, the saving self-messages is at most 1.08 times slower for MPI-MR and 1.04 for
HYB-MR-ft. Furthermore, the map and reduce phase have nearly linear speedups if the pro-
cessed data is large enough compared to the number of nodes and the bottleneck workload. For
a small number of nodes MPI-MR (-ft) is faster, which may change for larger node numbers due
to its shuffle phase. Due to the large node number and scheduling times on the SuperMUC-NG
(Section 8.1) we could not confirm this hypothesis.

9.2. Page Rank

We use the PageRank algorithm (Section 4.2) to analyze the scaling behavior and fault-tolerance
overheads. Hence, we compute the page ranks for the graphs listed in Table 4 with a fixed
number of 100 iterations. We compare our MapReduce libraries with and without hybrid par-
allelization (Sections 6 and 7). We perform the experiments with and without fault-tolerance
mechanisms. Additionally, we generate 10% node failures. We list the corresponding abbre-
viations and configurations in Table 1. During our speedup experiments we compute linear
regressions, to avoid overloading the plots we do not represent them all, but we use their slops
to determine the speedups of the phases (Section 8.6).

The strong scaling experiments in Figure 28 compare the execution times of our MapReduce
libraries with and without hybrid parallelization. First, the execution time decreases with in-
creasing number of nodes but we do not achieve an optimal linear speedup (Figures 29b and 30b).
The linear regression slope of the MPI-MR speedups is 0.09 for twitter (orkut 0.43). The slope
for HYB-MR is 0.3 for twitter (orkut 0.35). Hence the hybrid parallelization has better speedups
for twitter. Furthermore, HYB-MR requires 0.65s on average per MapReduce operation with 256
nodes, while HYB-MR has a runtime of 1.50s. This can be explained by the dynamic scheduling
used during the map phase (Algorithm 21) during the parallel for-loop (Line 3). This allows a
better load balancing during the map phase, since the implementations without shared memory
parallelization only use static load balancing. Note that we have to use static load balancing
during our reduce phase (Section 7.2), which explains its low speedup of 0.08 compared to the
map phase with 0.36.
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Figure 28: We perform strong scaling experiments with our MapReduce configurations
(Table 1) for the PageRank algorithm (Section 4.2). We perform 100 iterations
for orkut (left) with nodes in {1, 10,20, 40,80} and twitter (right) with nodes in
{8,16,32,64,128}. The z-axes contain the number of nodes, while the logarithmic
y-axes show the runtime per MapReduce operation.
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All in all, we observe smaller speedups as during the Word Count strong scale experiments (Sec-
tion 9.1, Figure 24b). This behavior could be explained by the graph typologies and the bottle-
neck workload. Let v be a vertex, O(v) its outgoing neighbors, and I(v) its incoming neighbors.
The runtime of the user-define map function (Algorithm 4) during PageRank has a time com-
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(a) The y-axes show the relative speedups. We plot linear regressions ax + b, e, where e is the mean
square error. We compute the regression for the speedup of MPI(HYB)-MR, the save self-message
phase (save) of MPI(HYB)-MR-ft, and the speedup for the recovery of MPI(HYB)-MR-gf.
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(b) The logarithmic y-axes show the average runtime per MapReduce operation.

Figure 29: We execute 100 PageRank iterations (Section 4.2) on twitter implemented in our
MapReduce framework (Table 1) with nodes in {4, 8,16, 32,64,128}. The x-axes
show the number of nodes. We illustrate the map phase including grouping by key
and serialization (map), the reduce phase including deserialization (reduce), the shuf-
fle phase (shuffle), the save self-message time (save), recovery time (recovery),
and the entire MapReduce execution (MapReduce).
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plexity of O (|O(v)]), while the runtime of the user-defined reduce function (Algorithm 5) lies
in O(|I(v)]). Therefore, the bottleneck workload w lies in O (|O(v)| + |I(v)|). As proven in
Sections 6 and 7, the runtime and scaling behavior of our MapReduce framework depends on
the bottleneck workload w. We can only expect an optimal linear speedup if the processed data

o, I MPI-MR I MPI-MR-ft I MPI-MR-gf
=
3 100- : / 1
D I I I
[} 1 1 1
2] 1 1 4
2 50- i sl 1:3%-2,67%6=0:38 — 1
% | _0743x+4:9876=3.42
o I

(IR == N ——— s === . ——— O . = e ————— i
o, [ HYB MR [ HYB- MR ft
3 100- I I
D
oy
joF ! !
wn ] 1 4
2 s50- el ——
:'5 ! = . 0.46x:#12%476=2.57 :
< ! 037x:#54976 =478 ————
e T i i

11020 a0 80 11020 40 80 11020 40 |
#nodes

—— y=x —— MapReduce map  —— shuffle @ —— reduce —— save ~— recovery

(a) The y-axes show the relative speedups. We plot a linear regression ax + b, e, where e is the mean
square error. We compute the regression for the speedup of MPI(HYB)-MR, the save self-message
phase (save) of MPI(HYB)-MR-ft, and the speedup for the recovery of MPI(HYB)-MR-gf.
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(b) The logarithmic y-axes show the average runtime per MapReduce operation.

Figure 30: We execute 100 PageRank iterations on twitter implemented in our MapReduce
framework (Table 1) with nodes in {1, 10, 20,40, 80}. The z-axes show the number
of nodes. We illustrate the map phase including grouping by key and serializa-
tion (map), the reduce phase including deserialization (reduce), the shuffle phase
(shuffle), the save self-message time (save), recovery time (recovery), and the
entire MapReduce execution (MapReduce).
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is large enough compared to w. In Section 8.5.2 we analyze the vertex degrees of both graphs
(Figure 22) and twitter has a bottleneck vertex with 2997 487 neighbors and orkut one with
33007. All processes have to wait that one process computes the results of the high degree
vertex. The maximum vertex degree is larger for twitter. Furthermore, the maximum vertex
degree of orkut is closer to the low vertex degrees (Figure 22). This means the bottleneck
workload w of twitter is larger. This can explain the fact that orkut has a better speedup
(Figures 29b and 30b).

This is a well-known issue for MapReduce algorithms operating on large graphs, especially for
our naive PageRank implementation [62]. Lin and Schatz [62] propose an alternative PageRank
algorithm without these scaling issues. They require additional data structures and MapRe-
duce related operations, which our framework does not support. Implementing those features
into our framework would make our fault-tolerance mechanism insufficient.

We perform weak scaling experiments on rhg-d8-g3 and ErdésRényi-d38 (Table 4) to ana-
lyze the behavior of our PageRank implementation for larger data sets and node counts. In
Figure 31, we plot the average execution times per MapReduce operation for both data sets.
Since both experiments have similar results, we analyze rhg-d8-g3 in detail since we have
data for larger compute nodes. We illustrate the results for ErdésRényi-d38 in Figure 50 in
Section C.2.

First of all, the runtime of all our implementations rises with increasing number of nodes. For
rhg-d8-g3 the execution time of MPI-MR increases from 0.22s at one node to 0.45s at 400 nodes.
The runtime of HYB-MR increases from 0.40s at one node to 0.76s at 400 nodes. To analyze
this behavior further we plot the runtime of the different MapReduce phases (Figure 32). The
map phase of MPI-MR has an increase of 26.0%, while the reduce phase increases by 66.9%
(Figure 11). Furthermore, the shuffle time gets 20.427 times slower from 1 to 400 nodes. Note
that the shuffle time gets only 5.366 times slower from 2 nodes to 400. On one node, processes
do not need to use the network to exchange messages, they can be sent inside the node, which
is faster. The bad shuffle scaling could be caused by scaling issues of the MPI_A11 to_allv op-
eration as explained in Section 9.1. We also observe an increase in runtime for the phases
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Figure 31: We perform 100 PageRank iterations with our MapReduce configurations (Table 1)
for seeds in {1,2,3,4,5} on {I1,10, 20,40, 80, 160,280,400} nodes for rhg-d8-g3
(left, 220 vertices per node) and {1, 2,4, 8, 16, 32, 64, 128} nodes for ErdésRényi-d38
(right, 2'® vertices per node) (Table 4). We generate 10% node failures for
MPI(HYB)-MR-gf. The x-axes show the number of nodes, while the y-axes show
the average runtime per MapReduce operation. We include error bars with stan-
dard deviation.
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Figure 32: We perform 100 PageRank iterations with our MapReduce configurations (Table 1)
on rhg-d8-g3 (seeds in {1,2,3,4,5} and nodes {1, 10, 20, 40, 80, 160, 280, 400}). We
generate 220 vertices per node. Furthermore, we generate 10% node failures for
MPI(HYB)-MR-gf. The x-axes show the number of nodes, while the y-axes show the
average runtime per MapReduce operation including error bars with standard devia-
tion. We illustrate the map phase including grouping by key and serialization (map),
the reduce phase including deserialization (reduce), the shuffle phase (shuffle), the
save self-message time (save), recovery time (recovery), and the entire MapReduce
execution (MapReduce).

of HYB-MR (Table 11). Since we use random static load balancing, we only achieve opti-
mal speedups if the data set is large enough compared to the number of used processes
(Sections 6 and 7).

Despite using the same general algorithm, MPI-MR requires on average 0.18s during the map
phase, while the map phase of HYB-MR has an average runtime of 0.37s (Figure 32). We observe
the same behavior during our Word Count experiments (Figure 9.1). The main difference be-
tween both map phases is that HYB-MR uses a shared memory parallelization on each process
with ¢ threads. This approach requires additional data structures, a ¢t-way merge and scans
over the data to avoid read/write conflicts (Section 7.2.1). Furthermore, we need to gather all
data into a single send buffer.

First of all, the additional time needed to send these messages is lower than the other phases
(Figures 29b, 30b, and 32). Figure 33 (left) illustrates the overheads of the save self-message
phase. For instance, the largest data point 1.239 of HYB-MR-ft indicates that over all our
PageRank instances, the largest overhead for saving the self messages was 23.9%. In other
words, HYB-MR-ft was 23.9% slower then HYB-MR. The largest overhead for MPI-MR-ft is 16.0%.
Note that for 21 of all 24 instances, HYB-MR-ft has overheads lower than 12% and an average
overhead of 10.4. MPI-MR-ft, on the other hand, has an average overhead of 4.7%. All in all,
MPI-MR-ft has lower overheads than HYB-MR-ft (Figure 33).

Furthermore, the average and median overhead for rhg-d8-g3 and MPI-MR-ft is approximately
3 times lower than the overhead for HYB-MR-ft. MPI-MR-ft has approximately 1.5 times lower
overheads for ErdésRényi-d38. Overall, the average overhead of MPI-MR-ft is 2.21 times lower
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than that of HYB-MR-ft.
We can explain this phenomenon with the theoretical runtime of the save self-message phase
(Section 5.2.2). Let n be the number of nodes. Each node has 48 cores and we start 2 processes

per node for HYB-MR-ft and 48 for MPI-MR-ft. Therefore, the expected runtime is O (%)

for HYB-MR-ft and O (1;’7‘12) for MPI-MR-ft. The constant factor of our hybrid MapReduce is
6 times larger. In other words HYB-MR-ft has 24 times fewer processes than MPI-MR-ft and
must send 24 times the data volume. We cannot speedup this message exchange with shared
memory techniques, because we send the messages between different nodes with non-shared
memory.

For twitter the save self-message phase has a spear linear speedups with a slope of 1.28 for
MPI-MR-ft and 1.06 for HYB-MR-ft (Figure 29a). According to Lemma 5.1, this phase has an
expected runtime of O(l{;}%), where k is the number of processes and m the size of all messages.
Hence, an even better speedup of 2 is possible if m is large enough compared to the bottleneck
workload. As described above, this is not the case for our strong scale experiments.

In Figure 33 we illustrate the overheads of the 10% failure generation (MPI(HYB)-MR-ft) and
MPI(HYB)-MR-gf. Note that this overhead does not only include the time needed to recover
from a failure and recompute lost data, but also the execution on fewer nodes, since they fail.
For MPI-MR-gf is maximally 1.970 times slower than MPI-MR-ft and has an average overhead
of 12.0%, while for 16 of 19 instances MPI-MR-gf is at most 1.098 times slower. On the other
hand, HYB-MR-gf is at most 1.163 times slower than HYB-MR-ft with a maximum overhead of
8.3%. Notice that the overheads for both configurations are similar (Figure 33).

All in all, the time needed for the recovery is comparable to the other phases. The recovery
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Figure 33: These plots contain the values of the orkut and twitter experiments (Figure 28) as
well as the week scaling experiments (Figure 31). The z-axes are PageRank applied
on the different data sets with their corresponding node numbers. We average over
runs. We compare the different configurations to a base line and plot the results in
descending order. In the following definitions we divide the total execution times
of PageRank. The left plot shows the save self-message overheads on the y-axis
(BMRLE and PERIE) We omit instances with no save self-messages (on 1 node).

MPI-MR HYB-MR
The left plot shows the recovery overheads on the y-axis (ﬁii:ﬂg:?i and Eg:ﬁg:?i). We
omit instances with no error generation. The right plot compares the MapReduce
implementations with and without hybrid parallelization. The y-axis shows T2 1R-X

MPI-MRX’
where X indicates a configuration in Table 1.
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phase (recovery) is faster than the map phase (map), but it is slower than the remaining phases
(Figures 29b, 30b, and 32). Furthermore, the recovery time for rhg-d8-g3 with HYB-MR-gf de-
creases with increasing number of nodes. During the recovery, we have to recompute the map
and reduce phase for a p-th of the key-value pairs (Section 7). Hence, the map and reduce
phase should be p-times faster. Note that this is only the case if the data volume is large
enough compared to the number of processes and the bottleneck workload. Furthermore, the
redistribute phase (Section 7.3.1) requires expected O(k’t”ptm + Pnew + 1og(t)) time, where k is

old
the number of processes per node, p,q the number of processes before failure, p,,.,, the number

of processes after failure and ¢ the number of threads per process.

Note that the recovery time has a constant runtime for the remaining configurations and graphs
during our week scale experiments (Figures 32 and 50). The expected merge buffer time during
recovery is O(;;:z + Dnew +10g(t)) (Section 7.3.2). This iS ppey, times slower than the remain-
ing operations during the recovery. Moreover, the runtime of the different operation during
recovery depends on the size of the processes data. If the data is too small compared to the
number of used processes and bottleneck workload, we do not observe the optimal speedup, as
discussed in Sections 6 and 7.

As during the Word Count experiments, MPI-MR has mostly the lowest runtime. Therefore,
we compare the different MapReduce configurations to MPI-MR in the right plot in Figure 33.
Notice that HYB-MR is at most 2.215 times slower than MPI-MR and on average 1.584 times. The
configuration including saving self-messages HYB-MR-ft 2.215 times slower than MPI-MR-ft on
average (.86 times. Moreover, HYB-MR-gf is on average 0.789 times slower. The instances
with negative values correspond to the orkut experiments, where our hybrid implementation
performed better (Figure 28).

To sum up, the runtime of all our MapReduce configurations decreases with increasing number
of nodes. We only see significant speedups if the bottleneck workload is small enough compared
to data size and number of processes. Furthermore, we observe linear and even super linear
speedups for the save self-message phase, while its overhead is larger for our hybrid implemen-
tation. The recovery phase scales if the bottleneck workload is small enough. All in all, the
fault-tolerance mechanisms have faster execution times than the map phase.

n=228, m=226

30 40 50
cc sizes

Figure 34: This histogram illustrates the number of connected components (logarithmic y-axis)
for the different cc sizes (x-axis). The histogram contains bins with size 5. We apply
the cc alternating MapReduce algorithm with HYB-MR to ErdésRényi-d0.25-n22%
with seed s = 1.
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9.3. Connected Components

During the following experiments, we use the connected component (cc) algorithm (Section 4.3)
to test the scalability of our framework and the fault-tolerance mechanism. We could only imple-
ment the two phase and alternating cc algorithms introduced in [57]. We could not implement
the remaining algorithms due to the limitations of our frameworks. An optimized version of
the MapReduce cc algorithm requires the neighbors of each node during the map phase. So
would have to access and save the neighbors on locally on a process, which we would not be
fault tolerant. Alternatively, we could attach the neighbors of a vertex to itself, similar to the
procedure used during PageRank (Section 4.3). This would result in unnecessary data transfer
during the shuffle and send self-message phase.

The main issue with our cc MapReduce implementations is that data sets with skewed nonuni-
form distributions lead to imbalances [57]. The large star MapReduce operation results in large
degree vertices during the graph manipulation. Furthermore, the last small star operation gath-
ers all the vertices of a cc at a representative vertex. This is a problem for many real world data
sets [57]. For instance, the orkut graph (Table 4) consists of a single connected component [59].
Therefore, we generate graphs with a lot of small connected components.

We generate an ErdésRényi-d0.25-n2?% graph (Table 4) with n = 228 and m = 225 edges.
Erdés-Rényi graphs are a well studied class of random graphs [40]. Let G, n(») be an Erdés-

Rényi graph with n vertices and N(n) edges. If @ 1% e < %, then the graph G, n(n)
converges to a graph with n — N(n) 4+ o(1) connected components, where the largest cc has a

m

size in O(log(n)) [40]. For our random graph ErdésRényi-d0.25-n2% we have 2 = { < 1.
Therefore, we expect a graph with small connected components, with which our cc MapReduce
algorithm should scale. Figure 34 illustrates the number and sized of connected components
in ErdésRényi-d0.25-n2%®. The graph has a maximum cc with size 55. Most connected
components are simple edges (64.08%) or consist of less than 10 vertices (99.22%). Since the
bottleneck work load of our cc implementations (Section 4.3) is the size of the largest cc, our
MapReduce framework should scale with those graphs.

102- alternating 102- two phase
I —e— MPI-MR —— HYB-MR I —e— MPI-MR —+— HYB-MR
. MPI-MR-ft HYB-MR-ft I MPI-MR-ft HYB-MR-ft
- —— MPI-MR-gf HYB-MR-gf i —— MPI-MR-gf HYB-MR-gf
101= i
ORE
) 1 T
£ - -
- 4
10°§ I
10_1—- [ R R S | I R R S S S B ) L e b 100— | | o T
1 16 32 64 128 1 16 32 64 128
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Figure 35: We execute the the alternating (left) and two phase (right) cc algorithm
(Section 4.3) on ErdésRényi-d0.25-n2% (Table 4) for seeds s € {1,2,3,4} and
nodes in {1,2,4, 8,16, 32,64, 128}. Table 13 illustrates the amount of large star and
small star operations for the two phase cc algorithm. The alternating algorithm
requires exactly 6 iterations. We generate 10% node failures. The x-axes contain
the number of nodes, while the logarithmic y-axes show the runtime for the entire
cc computation.
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We apply the two phase and alternating cc MapReduce algorithm (Section 4.3) to
ErdésRényi-d0.25-n2?® and perform strong scaling experiments (Figure 35). We compute
the graph with our R-MAT MapReduce implementation (Section 4.4). Since each process re-
quires a random number generator with a different seed, the graphs generated differ with the
number of used processes. Hence, the number of large star and small star operations performed
during the cc computation may differ. For the alternating algorithm with MPI-MR(-ft/gf) and
HYB-MR(-ft/gf), each cc computation requires 6 small star and large star operations. The two
phase algorithm requires 14 to 18 large star and 4 or 5 small star MapReduce operations. The
exact values can be found in Section C.3 in Table 13. The R-MAT graph computation required
a single iteration. We first apply the cc algorithms without fault-tolerance and determine the
number of large and small star operations needed during failure generation. This allows us
to generate the failures uniformly. Since the algorithm consists of two different MapReduce
operations, we illustrate the combined runtime instead of the runtime per operation.

Figure 35 illustrates the strong scaling experiments with the alternating and two phase cc
MapReduce algorithms. Since both algorithms show a similar behavior, we add the plots
(Figures 51 and 52) for the alternating algorithm in Section C.3. We consider the two phase
cc algorithm. Note that the runtime decreases with increasing number of nodes until 64 nodes,
while the time for MPI-MR(-ft/gf) increases for 128 nodes it decreases for HYB-MR(-ft/gf).
This is due to the shuffle time increase for MPI-MR, which is 3.423 times slower at node 128
(0.484s) then at node 32 (0.141s) (Figure 36b). We do not observe the same behavior for our hy-
brid MapReduce implementation. This matches the results of our previous experiments, which
indicates that since MPI-MR(-ft/gf) uses 24 times more MPI processes, the MPI_A11 to_allv
call during the shuffle phase has scaling issues. Furthermore, the shuffle phase has nearly no
speedup for MPI-MR(-ft/gf) (Figure 36a).

Moreover, the recovery time remains nearly constant for HYB-MR-gf with a speedup of 0.01
(Figure 36). Furthermore, the recovery time for MPI-MR-gf increases with a negative speedup
of —0.11. Note that during these experiments, we do not visualize the recovery time for a
single note failure as during our previous experiments. We plot the summed execution times.
Since the number of failures increases linearly with the number of nodes, we would expect that
the recovery time remains constant with increasing node number (Sections 6.3 and 7.3). The
shuffle phase performed during the recovery distributes the saved data uniformly between the
remaining processes. This recovery shuffle phase of MPI-MR-gf constitutes 83.19% of the
total recovery time on 128 nodes (Figure 37). This recovery shuffle phase increases from 0.0038s
on 16 nodes to 0.3400s on 128 nodes. We do not observe the same increase for HYB-MR-gf.
This behavior matches that of the shuffle phase in Figure 36.

As observed during our previous experiments, the save self-message phase is faster than the
other phases (Figure 36). Furthermore, we observe a super linear speedup of 1.15 for MPI-MR-gf
and a near linear speedup of 0.96 for HYB-MR-gf. This matches the results of our previous ex-
periments and the theoretical result in Section 5.2.2.

The following speedups are computed using the linear regression method of Section 8.6. Con-
trary to our previous examples, we observe nearly optimal speedups for the map (0.95) and
reduce phase (0.90) of MPI-MR-ft. HYB-MR-ft has a speedup of 0.97 for the map and 0.57 for the
reduce phase. Note that overall MPI-MR has a worse speedup, because of the bad scaling behavior
of its shuffle phase as described above. ErdésRényi-d0.25-n2%® contains only small connected
components, hence no large bottleneck workload as during the PageRank (Section 9.2) and
Word Count (Section 9.1) experiments. This underlines our theoretical results in Sections 6
and 7, that our MapReduce library achieves linear speedups if the data volume is large enough
compared to the number of processes and bottleneck workload. Large bottlenecks, on the other
hand, lead to no speedup.
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(a) The y-axes show the relative speedups. We plot a linear regression ax + b, e, where e is the mean
square error. We compute the regression for the speedup of MPI(HYB)-MR, the save self-message
phase (save) of MPI(HYB)-MR-ft, and the speedup for the recovery of MPI(HYB)-MR-gf.
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Figure 36: We perform strong scaling experiments with our MapReduce configurations
(Table 1) for the two phase cc algorithm (Section 4.3). We run the experiments on
ErdésRényi-d0.25-n22 for seeds s € {1,2, 3,4} and plot the averages. We generate
10% node failures. We chose nodes in {1,2,4,8,16,32,64,128}. The z-axes show
the number of nodes. We illustrate the map phase including grouping by key and
serialization (map), the reduce phase including deserialization (reduce), the shuffle
phase (shuffle), the save self-message time (save), recovery time (recovery), and
the entire MapReduce execution (MapReduce).
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Figure 37: Illustration of the phases occurring during the recovery (Table 2). We show the
results for our two phase cc algorithm applied on ErdésRényi-d0.25-n2%. We
generate 10% node failures. The z-axes contain the number of nodes, while the

logarithmic y-axes show the runtime. These times correspond to the recovery time
in Figure 36b

Note that the reduce phase of our hybrid parallelization has worse speedups than MPI-MR.
This can be explained by the p-way merge, which we perform during the reduce phase of
HYB-MR(-ft/gf) (Section 7.2). This results in an expected runtime of O (log(p)w:r—pm + log(t)),
where p is the number of processes, t the number of threads, w the total workload, m the
total memory used by the user-defined functions, w € Q(wtplog(tp)), and m € Q(mitplog(tp)).
MPI-MR(-ft/gf) have an expected runtime of O (%), for w € Q(wplog(p)). This additional
log(p) factor could explain the speedup of 0.57 for the reduce phase.

Furthermore, we perform weak scaling experiments by generating Erdés-Rényi graphs with
n = x - 2% vertices and m = x - 2% edges. As discussed above this results in graphs with
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Figure 38: We perform weak scaling experiments with our MapReduce configurations (Table 1)
for the alternating cc algorithm (Section 4.3). We run the experiments on
ErdésRényi-d0.25-nx for seeds s € {1,2,3,4} and plot the averages and include
the standard deviation as error bar. For each node we generate 28 vertices. Table 14
illustrates the amount of large star and small star operations. We generate 10% node
failures. We chose nodes in {1,2,4, 8,16, 32,64, 128}. The x-axis shows the number
of nodes, while the y-axis shows the runtime for the entire cc computation.

82



9.3 CONNECTED COMPONENTS

small connected components. The largest cc produced for our experiments has fewer than 100
vertices. For the alternating algorithm with MPI-MR(-ft/gf) and HYB-MR(-ft/gf), each cc
computation requires 6 small star and large star operations. The two phase algorithm requires
14 to 18 large star and 4 or 5 small star MapReduce operations. The exact values can be
found in Section C.3 in Table 14. Since both algorithms have a similar behavior and the error
bars are larger for the two phase algorithm on 32 node, we analyze the alternating algorithm
in this section. Section C.3 contains the results for the two phase algorithm in Figures 53 and 54.
In Figures 38 and 39, we generally observe the same behavior as during our PageRank
(Section 9.2) and Word Count (Section 9.1) experiments. The fault-tolerance mechanism re-
quires less time than the other phases and the map phase requires most time. Furthermore,
the reduce phase is faster than the map phase and the shuffle time increases with the number
of nodes. Additionally, the MapReduce configuration with no hybrid parallelization is faster
(Figure 38).

The main difference between the PageRank and cc weak scaling experiments consists in how
the execution times increase. During the PageRank experiments on ErdésRényi-d30-nx the
runtime increases from 64 nodes to 128 by 5.98% for MPI-MPI and by 11.25% for HYB-MPI
(Figures 31 and 50). During our alternating cc experiments, on the other hand, we observe an
increase of 44.99% for MPI-MPI and 49.71% for HYB-MPI from 64 to 128 nodes. Furthermore,
the ErdésRényi-d30-nx for 128 nodes and seed 1 has no connected component with a size
greater than 70. Moreover, the map and reduce phases of MPI-MPI and map phase of HYB-MPI
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Figure 39: We perform weak scaling experiments with our MapReduce configurations (Table 1)
for the alternating cc algorithm (Section 4.3). We run the experiments on
ErdésRényi-d0.25-nx for seeds s € {1,2,3,4} and plot the averages. For each
node we generate 2'8 vertices. We generate 10% node failures. We chose nodes in
{1,2,4,8,16,32,64,128}. The x-axes show the number of nodes, while the y-axes
show the runtime for the entire cc computation. We illustrate the speedups of the
map phase (map), reduce phase (reduce), shuffle phase (shuffle), save self-message
time (save), and recovery time (recovery). MapReduce indicates the speedup of the
entire MapReduce operation.
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9 EXPERIMENTAL RESULTS

have at most an increase of 15% from 1 to 64 nodes. From 64 to 128 nodes, on the other hand,
we observe a minimum increase of 35%.

During our weak scaling experiments, we increase the input linearly with the number of nodes.
To achieve optimal speedups our MapReduce framework requires that the total workload w lies
in Q(wplog(p)), where w is the bottleneck workload (Sections 6 and 7). Therefore, we require
a more than linear workload increase to maintain the optimal speedups. We may have reached
this point, where the input data is too small for the number of nodes.

We illustrate the save self-message overheads of MPI (HYB) -MR-ft in Figure 40 on the left. Sim-
ilar to our PageRank experiments (Section 9.2) the overheads of MPI-MR-ft are smaller. For
both configurations the maximum overhead is approximately 15%, where MPI-MR-ft has an av-
erage overhead of 5.6% and HYB-MR-ft n average overhead of 10.4%. Similar to our PageRank
experiments, the overheads are larger for our hybrid parallelized MapReduce implementations.
As described during the previous section, the save self-message phase of MPI-MR-ft has an
expected 6 times faster runtime (Section 5.2.2) on our setup.

The center plot in Figure 40 shows the overheads of the failure recovery. Note that this in-
cludes the execution on fewer processes. For both MPI-MR-gf and HYB-MR-gf, the recovery
has an overhead of 19.1%, while the maximum overhead of MPI-MR-gf is 70.6%. The average
overhead of HYB-MR-gf is 36.7%. Furthermore, the MapReduce implementations with hybrid
parallelization are approximately 2.3 times slower on average than the MapReduce implemen-
tation without (Figure 40). As discussed during the previous chapters, this may be caused

save overheads recovery overheads MPI-MR base line
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Figure 40: These plots contain  the experiments performed in  Section 9.3
(Figures 35, 38 and 53). The z-axes are both cc algorithms applied on the
different data sets with their corresponding node numbers. We average over runs.
We compare the different configurations to a base line and plot the results in
descending order. During the following definitions, we use execution times of the
cc algorithm. The left plot shows the save self-message overheads on the y-axis
(BMRLE and PERIE) We omit instances with no save self-messages (on 1 node).

MPI-MR HYB-MR
The left plot shows the recovery overheads on the y-axis (ﬁii:ﬂg:?i and Eg:ﬁg:?i). We
omit instances with no error generation. The right plot compares the MapReduce
implementations with and without hybrid parallelization. The y-axis shows T2 1R-X

MPI-MRX’
where X indicates a configuration in Table 1.
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9.4 R-MAT

by the reduce phase, which does not scale well. Moreover the map phase requires additional
scans over the data and addition shared memory synchronization steps such as prefix sums
(Section 7).

All in all, we achieve optimal speedups during our strong scaling experiments by choosing
favorable graphs for the cc algorithm. The MPI-MR(-ft/gf) achieves faster results than our
hybrid implementation. Moreover, we observe a smaller speedup for the hybrid parallelization,
which may be caused by the p-way merge algorithm. The recovery time during our strong
scale experiments is dominated by the recovery shuffle phase. This leads to a slower runtime
for large number of nodes. We have nearly constant execution times for the map and reduce
phases during our cc weak scale experiments, which increases for larger nodes, which may be
caused ba our random static load balancing strategy. Finally, MPI-MR-ft and MPI-MR-gf have
a lower save self-message overheads than HYB-MR-ft and HYB-MR-gf.

9.4. R-MAT

We test our MapReduce frameworks with an R-MAT MapReduce algorithm (Section 4.4), by
computing random graphs with parameters (a,b, ¢,d) = (0.57,0.19,0.19,0.05). The Graph500
benchmark includes R-MAT graphs with those parameters [70]. For our strong scaling experi-
ments we chose to generate a graph with n = 222 vertices and m = 30 - 222. These graph sizes
are similar to those generated for cc experiments by Kiveris et al. [57]. Since our R-MAT graph
generator uses a different seed for the random number generator on each process, the graph
generated varies with the number of nodes and processes. Furthermore, generating a failure
results in a different graph than without failure generation. After a failure, the MapReduce
framework redistributes the data and processes and generates the edges new on different pro-
cesses with different seeds. This prevents us from determining the number of iterations before
the execution and from distributing the failures uniformly over all MapReduce operations. We
approximate the number of iterations with those observed during MPI-MR-ft and MPI-MR-gf.
Contrary to the experiments with the cc MapReduce algorithm (Section 9.3), R-MAT repeats
the same MapReduce operation. This allows us to visualize the average runtime of the different
phases over all operations executed during a call of R-MAT.
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Figure 41: We generate an rmat(0.57,0.19,0.19,0.05)-n2*-d30 graph (Table 22) with
our R-MAT implementation (Section 4.4). We generate the graph on nodes in
{1,2,4,8,16,32,64,128} and seeds s € {1,2,3,4}. We plot the average times over
all seeds. The z-axis contains the number of nodes, while the logarithmic y-axis
shows the runtime per MapReduce operation.
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square error. We compute the regression for the speedup of MPI(HYB)-MR, the save self-message
phase (save) of MPI(HYB)-MR-ft, and the speedup for the recovery of MPI(HYB)-MR-gf.
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Figure 42: We generate the rmat(0.57,0.19,0.19,0.05)-n2?-d30 graph, by using
the R-MAT algorithm (Section 4.4) for seeds {1,2,3,4} and mnodes in
{1,2,4,8,16,32,64,128}. We generate 10% node failures. The z-axes contain the
number of nodes. We illustrate the map phase including grouping by key and serial-
ization (map), the reduce phase including deserialization (reduce), the shuffle phase
(shuffle), the save self-message time (save), recovery time (recovery), and the
entire MapReduce execution (MapReduce).
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9.4 R-MAT

We illustrate the results of our strong scaling experiments for R-MAT in Figure 42b. Overall,
we observe the same behavior as during the cc experiments in Section 4.3. The runtime of
or hybrid parallelization decreases with increasing number of nodes. The execution times of
MPI-MR, on the other hand, decreases until 64 nodes and increases for 128 nodes. As during the
cc experiments this is caused by the increase of shuffle time, which increases 4.768 times from
nodes 16 (7.75-1073s) to 128 nodes (36.97-1073s). As discussed previously, this can be caused
by scaling issues of the MPI_A11_to_allv operation (Section 9.2 and 9.3). Note that we do not
have the same issue for our hybrid implementation, which uses 24 times fewer processes.

We use a linear regression to determine the slops of speedups in Figure 42a (Section 8.6). We
have nearly optimal speedups for the map (1.01) and reduce (0.97) phases of MPI-MR, but an
execution time increases after 64 nodes due to the shuffle phase. Our hybrid parallelization,
on the other hand, has an overall speedup of 0.69, it has a lower speedup for the map (0.82)
and reduce (0.63) phases than MPI-MR. As explained in Section 9.3, this may be causes by the
worse expected runtime of the p-way merge algorithm.

Furthermore, the save self-message time has only a speedup of 0.46 for HYB-MR-ft and is slower
than the shuffle phase (Figure 42b). MPI-MR-ft also has a slower save time than shuffle time
for node numbers smaller than 64 and lower speedups (0.97) than during previous experiments.
Let’s consider and edge e during the R-MAT algorithm (Section 4.4). The map phase emits e
and sends it to process i, which is determined by a hash value h(e). During the reduce phase
at process i, the user-defined reduce function generates a random edge for each duplicate of e
and emits e. Since e is already at process i, the next map phase does not have to send e during
the shuffle phase but during the save self-message phase. Therefore, the size of self-messages
increases over time. After each MapReduce operation, we have to exchange large self-messages
and smaller messages during the shuffle phase. This could explain the slower shuffle times
compared to self-message times.

Finally, the recovery time does not decrease with increasing number of nodes, as observed dur-
ing the previous experiments and has no linear speedup (Figure 42a). The time required for
the merge buffer phase (Section 7.3) of HYB-MR-gf increases (Figure 43). The merge buffer
phase on 128 nodes constitutes 82.0% of the entire recovery. For MPI-MR-gf the recovery shuf-
fle phase requires most of the execution time followed by the redistribution and merge buffer
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Figure 43: Illustration of the phases occurring during the recovery (Table 2). We show the run-
time of the R-MAT algorithm applied on rmat(0.57,0.19,0.19,0.05)-n2?2-d30.
We compute the graph with HYB-MR-gf (left) and MPI-MR-gf (right). The z-axes
show the number of nodes, while the logarithmic y-axes show the runtime per re-
covery phase. These times correspond to the recovery time in Figure 42b
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9 EXPERIMENTAL RESULTS

phases (Section 6.3). Note that the recovery phase works on n times fewer elements than the
other phases, where n is the number of nodes. We have to recover the data lost during the
failure of one node. Since all our algorithms use random static load balancing, we only achieve
the optimal expected runtime, if the total workload is large enough compared to the number
of processes and bottleneck workload (Sections 6 and 7). Scaling issues due to a small total
workload could explain the behavior of the recovery phase.

We perform weak scaling experiments for our R-MAT implementation, by generating a graph
with 218 vertices per compute node, an average degree of 30, and parameters
(a,b,c,d) = (0.57,0.19,0.19,0.05). As explained previously, we cannot set a fixed number
of iterations, hence we display the average runtime per MapReduce operation. Furthermore,
we use the number of iterations needed for MPI-MR-ft or HYB-MR-ft do distribute the node
failures between the MapReduce operations in MPI-MR-gf or HYB-MR-gf.

The MapReduce implementation without hybrid parallelization is faster (Figure 44). As ob-
served during the cc experiments in Section 9.3, the runtime increases slightly with increasing
number of nodes. For our MapReduce framework without hybrid parallelization MPI-MR, the
shuffle time gets 7.97 times slower from 1 to 128 nodes, while the map phase increases by 19.4%
and reduce phase by 27.9% (Figure 45). Our MapReduce framework with hybrid parallelization
HYB-MR, on the other hand, has a slight increase for the map (11.1%) and shuffle (17.5%) phases.
The reduce phase has an increase of 51.5%. As before, the behavior of MPI-MR(-fg/gf) can
be explained by scaling issues of the MPI calls during the shuffle phase. The increasing reduce
phase can be explained by the scaling issues of the p-way merge as described in Section 9.3.
The recovery time is faster than an execution of a MapReduce operation (Figure 45). But
in contrast to previous experiments the recovery phase is slower than the map phase. Fur-
thermore, the runtime of the map phase at 16 nodes for HYB-MR-gf (Figure 45) increases but
remains constant after this first increase. This increase is due to the loss of a compute note.
After the 16 nodes, the number of failures and nodes increase proportionally, which explains
no further rise of the map phase.
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Figure 44: We generate a rmat(0.57,0.19,0.19,0.05)-nz-d30 graph (Table 22) with our
R-MAT implementation (Section 4.4). For each node we generate 2'® vertices. We
compute the graph on nodes in {1,2,4,8,16,32,64,128} and seeds s € {1,2,3,4}.
We plot the average times over all seeds. The z-axis contains the number of nodes,
while the y-axis shows the runtime per MapReduce operation.
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Figure 45: We perform weak scaling experiments with our MapReduce configurations
(Table 1) for the R-MAT algorithm (Section 4.4). We run the experiments on
rmat (0.57,0.19,0.19,0.05) -nx-d30 for seeds s € {1,2,3,4} and plot the aver-
ages. For each node we generate 2'® vertices. We generate 10% node failures. We
chose nodes in {1,2,4,8,16,32,64,128}. The x-axes contain the number of nodes,
while the y-axes show the runtime per operation. We illustrate the map phase
including grouping by key and serialization (map), the reduce phase including dese-
rialization (reduce), the shuffle phase (shuffle), the save self-message time (save),
recovery time (recovery), and the entire MapReduce execution (MapReduce).

Figure 46 (left) shows the overheads of the save self-message phase. Contrary to previous exper-
iments we observe higher overheads for MPI-MR-ft and HYB-MR-ft. For the hybrid MapReduce
implementation, we have an average overhead of 22.86%, which is approximately 2 times slower
than the overheads during our cc experiments (Section 9.3). Furthermore, MPI-MR-ft has an
average overhead of 22.07%, which is approximately 4 times slower than the average overhead
for the cc algorithm. Moreover, the recovery overhead in Figure 46 (center) is lower compared
to our cc experiments. We have an average recovery overhead of 14.81% for MPI-MR-ft and
13.95% for HYB-MR-ft. In Figure 46 (right), we compare our MapReduce implementations with
and without hybrid parallelization. As during our previous experiments, the hybrid implemen-
tation is slower. As explained in Section 9.2 this can be caused the additional time needed to
perform the t-way merge and prefix sum during the map phase (Section 7).

To sum up, we could observe the same shuffle time increase for MPI-MR as during the cc ex-
periments. Furthermore, we have nearly optimal speedups for the map and reduce phase of
MPI-MR and the map phase of HYB-MR. As observed during the cc experiments, the reduce phase
of HYB-MR has no optimal speedup, which may be caused by the p-way merge.
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Figure 46: These plots contain the experiments performed in Section 9.4 (Figures 41 and 45).
The x-axes are both R-MAT algorithms applied on the different data sets with their
corresponding node numbers. We average over runs. We compare the different
configurations to a base line and plot the results in descending order. During the
following definitions, we use execution times of the R-MAT algorithm. The left plot

.. (MPI-MR-f HYB-MR-f .
shows the save self-message overheads on the y-axis ( MPI_MRt and = 2o ). We omit
instances with no save self-messages. The left plot shows the recovery overheads on

the y-axis (ﬂﬁ:ﬁ::fi and gg:ﬂg:ﬁ). We omit instances with no error generation. The
right plot compares the MapReduce implementations with and without hybrid par-

allelization. The y-axis shows T2 where X indicates a configuration in Table 1.

9.5. Summary

In this section we summarize our experimental results and observations from Sections 9.1 to 9.4.
First of all, we notice an increase in shuffle time during our strong scaling experiments for Word
Count, cc and R-MAT with MPI-MR(-ft/gf). This increase occurs after 32 nodes and 1536
processes. Note HYB-MR(-ft/gf) employs 24 times fewer processes, executes the same shuffle
method, and does not suffer from an increased shuffling. This behavior could be explained by
the scaling issues of the collective irregular MPI_A11_to_allv operation [18, 19].

Furthermore, we do not observe optimal speedups for our real world data sets during the
PageRank and Word Count experiments. This is due to a large bottleneck workload, which
constitutes a well-known problem for MapReduce algorithms on large graphs [57, 62]. By mod-
ifying and extending the MapReduce frameworks, such problems can be solved. For instance,
process local data structures on which each user-defined map function on the same process has
access could be used to optimize MapReduce algorithms [57, 62]. We could not employ these
techniques, because those data structures are not fault-tolerant.

On the other hand, if the total workload is large enough compared to the number of processes
and bottleneck workload, then the non hybrid parallelization has approximately an optimal
speedup of 1 for the map and reduce phase. We observe this during our R-MAT and cc exper-
iments. Furthermore, the map phase of our hybrid parallelization has the same behavior. This
matches the theoretical expected execution times of Sections 6 and 7. Note that the reduce
phase of HYB-MR has no linear speedups (0.63 for R-MAT and 0.57 for cc). This can be ex-
plained by the p-merge used during its reduce phase, which results in a worse time complexity
(Section 7). Since MPI-MR uses a radix sort for the group by key during the reduce phase we
have a better expected time complexity (Section 6).
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Table 7: Comparison of our MapReduce implementations with and without hybrid paralleliza-
tion. The following values correspond to the minimum, maximum and average values
of Figure 47 (right).

MapReduce ‘ minimum maximum average

HYB-MR 0.562 3.634 2.213
HYB-MR-ft 0.566 3.407 2.278
HYB-MR-gf 0.599 3.456 2.184

In Figure 47 (right), we compare HYB-MR(-ft/gf) to its corresponding non hybrid parallelized
MapReduce implementation MPI-MR(-ft/gf). During all our experiments, except for PageR-
ank on twitter (Figure 28), our hybrid parallelization is slower. HYB-MR is at worst 3.634
times slower and at best 1.779 times faster than MPI-MR (Table 8). On average HYB-MR is 2.213
slower. As described in previous sections, this is due to the additional scans, t-way merge and
prefix sums necessary to implement our shared memory parallelization.

We analyze the overheads of 10% failure generation and recovery of MPI (HYB)-MR-gf compared
to MPI(HYB)-MR-ft in Figure 47 (center). MPI-MR-gf has an average overhead of 15.2% and
a maximum of 97.0%, while HYB-MR-gf has an average overhead of 13.4% (Table 8). We have
observed that the shuffle phase necessary to redistribute the key-value pairs during the recovery
phase does not scale for MPI-MR-gf (Section 9.3).

The overheads for our save self-message phase depend on the MapReduce algorithm. For
instance, we observe an average overhead of approximately 2% during our Word Count experi-
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Figure 47: These plots contain all experiments performed in Section 9. The z-axes show the
different algorithms executed on different data sets and node counts. We average
over runs. We compare the different configurations to a base line and plot the results
in descending order. During the following definitions, we use execution times of the
R-MAT algorithm. The left plot shows the save self-message overheads on the y-
axis (ML and BEECEL) - We omit instances with no save self-messages. The
left plot shows the recovery overheads on the y-axis (ﬁﬁ:ﬁ:?i and gg:ﬁg:ﬁ). We

omit instances with no error generation. The right plot compares the MapReduce

implementations with and without hybrid parallelization. The y-axis shows T2 1R-X

MPI-MR-X’
where X € {u n7 Nf.tn7 "gf"},
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Table 8: This table contains the minimum, maximum and average sent self-message and recov-
ery overheads. The following values correspond to the left and center Figures 47.
MapReduce ‘ minimum maximum average

MPI-MR-ft
HYB-MR-ft
MPI-MR-gf
HYB-MR-gf

0.909
1.029
1.013
1.047

1.288 1.088
1.285 1.131
1.970 1.152
1.367 1.134

ments, while we have an overhead of approximately 22% for R-MAT. As described in Section 9.4,
this largely depends on the size of self-messages and the data, which a process does not need to
send. Note that the overheads of MPI-MR-ft are lower than those of our hybrid parallelization
(Figure 8 (left)). Overall our experiments the save self-message phase has an average overhead
of 8.8% for MPI-MR-ft and 13.1% for HYB-MR-ft. Furthermore, during all our experiments we
observe super linear speedups for the save self-message phase, which matches its theoretical

m

expected runtime of O (?)’ where the sum of all exchanged message sized m is large enough

compared to the number of processes p (Section 5.2.2).
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10. Discussion

10.1. Conclusion

This thesis introduces an in-memory fault-tolerant MapReduce framework for iterative algo-
rithms, designed to run on high performance computing (HPC) systems. We describe a fault-
tolerance mechanism to handle compute node failures by sending additional messages during
the shuffle phase. Furthermore, we implement a purely MPI based and a hybrid parallelized
MapReduce framework and prove their expected runtime.

We implement a Word Count, a PageRank, a connected component, and a R-MAT MapReduce
algorithm in our framework and perform runtime experiments. Since we use random static load
balancing, we only observe optimal speedups if the input data is large enough compared to the
number of processes and the bottleneck workload. Moreover, the purely MPI based implemen-
tation has on average a 2.21 times shorter runtime, but suffers from a performance loss during
the shuffle phase for more than 64 nodes. Since the hybrid MapReduce implementation requires
24 times less processes, it does not suffer from MPI scaling issues.

Moreover, the recovery from node failures scales if the input data is large enough and its run-
time depends on the benchmark algorithm. While generating 10% node failures, we observe
an average overhead of 15.2% for our purely MPI based and 13.4% for our hybrid MapReduce
implementation.

Furthermore, the phase sending and saving self-messages scales well with increasing number of
processes and is faster than the other phases. We observe super linear speedups. This matches
its theoretical runtime of O (1%)’ where p is the number of processes and m the large enough
size of all messages. For our purely MPI based implementation saving self-messages has an
overhead of 8.8% on average. For our hybrid MapReduce framework this overhead is 13.1%.

10.2. Future Work

First of all, an optimized and well scaling MapReduce algorithm on real world graphs re-
quires extensions to the MapReduce interface [57, 62]. One could introduce fault-tolerant data
structures, which a user-defined map or reduce function could access locally on each process.
Furthermore, a MapReduce operation for an associative user-defined reduce function could min-
imize the data sent during the shuffle phase. The map phase could apply the reduce function
locally before the shuffle phase, similar to the ReduceByKey operation in Thrill [22].
Moreover, one could adopt a parallel radix sort during the reduce phase of the hybrid MapRe-
duce implementation to address its scaling issues. This approach scales well for the purely MPI
based implementation.

Furthermore, we currently use random static load balancing to distribute the workload between
processes, which only achieves optimal speedups if the input data is large enough compared to
the number of processes and bottleneck workload. Our framework could benefit for instance
from a work stealing algorithm to better distribute the workload [86]. Note that one would
have to modify the fault-tolerance mechanism.

Additionally, one could support more than one compute node failure, by periodically saving
checkpoints of the entire MapReduce state to a fault-tolerant file system. Since these check-
points would be costly, the MapReduce framework would perform them rarely. In case of a
multi node failure, one could restart from the checkpoint and would not have to start the com-
putation from the beginning.

Furthermore, it was not possible to compare our framework to other fault-tolerant MapReduce
frameworks. Most libraries introduced in Section 3.3 are not designed to run on HPC systems.
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The FT-MRMPI library (Section 3.3.4) is the most similar to our framework, but the code was
not available and we were not able to contact the authors. However, an efficient implementation
of FT-MRMPI would be a good comparison for our framework.

Finally, the fault-tolerant MPI library ULFM did not run stably on the SuperMUC-NG system,
which forced us to simulate failures. A possible solution would be to use a different fault-tolerant
MPI implementation and perform fault-tolerance experiments by killing MPI processes via sys-
tem calls. Alternatively, one could run experiments on an HPC system on which ULFM works
reliably.
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A TFUNDAMENTALS: BALLS IN BINS

A. Fundamentals: Balls in Bins

This section contains the proof of Lemma 2.2 in Lemma A.1. We use the same notations and
definitions as introduced in Section 2.4.

Lemma A.1. Given the balls in bins problem with m balls and p bins with expected mazimum
occupancy b(m,p), m € N and p € N\ {1,2}. If m € Q(plog(p)), then b(m,p) € O (%)

Proof. Let log be the logarithmus dualis, m € Q(plog(p)), and a > 1. There is a > 0 so
that m > pplog(p) and Fplosp) = 1o since p > 3. Furthermore, we have log log(p) > 0 and

log(p) > loglog(p), therefore (1 — ilggl%g%) lies in [0, 1] and we can deduce:

2mlog(p) {— 1 loglog(p) log 2m log 2m log
a. | 2228\ | LS\ /
P ! 210g plog

So the variable k, in Theorem 2.1 lies in O (%) Let M be a random variable counting the
maximum number of balls in a bin. Then P(M < k,) indicates the probability that the
maximum number of balls in a bin lies in O (%), if m € Q(plog(p)). By applying Theorem 2.1

[78] we can deduce:
PM <k, =1—P(M >k, =1-o0(1).

Finally, we prove Lemma 3.1 with
Zz P(M =1) < ko P(M < ko) + mP(M > k) = ko(1 —0(1)) + mo(1) € O <m> :
p

O

B. MapReduce Benchmark Algorithms: PageRank

We introduce an alternative PageRank implementation to Section 4.2 using 3 different MapRe-
duce operations. We can implement the PageRank without sending the outgoing neighbors
O(a) of a page a explicitly. Algorithm 25 simulates Algorithms 4 and 5 by chaining three dif-
ferent MapReduce operations. The input of this algorithm is a list of triples (a, b, p(a)), where
(a,b) € E and p(a) is the current page rank of a. So instead of working on a graph, where
each vertex has an adjacency list as before, we use the edge list . The map and reduce phases
applying the user-defined functions Mapl, Reducel, and Map2 correspond to the map phase
of Algorithm 4. Then we apply Equation 4.1 in Reduce2. Finally, during the last MapReduce
operation applying Map3 and Reduce3, we send the new page rank p(a) to each triple corre-
sponding to edge (a,z) for x € V.

Note that the advantage of the PageRank Algorithm 25 is that we do not need to send the
neighbor vertices explicitly, which leads to equally sized input, output and intermediate ele-
ments. On the other hand, we need recompute the neighbors each time by using Mapl and
Reduce2. Algorithm 25 requires more MapReduce operations, which can lead to longer running
times. An advantage of PageRank with Algorithms 4 and 5 is that the outgoing neighbors O(a)
are usually not sent during the shuffle phase.
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Algorithm 25: PageRank: Edge List Implementation

Map1 (a, b, p(a)) // emit triples with a as key
| emit(a, (b, p(a)))
4 Reducel (a,values) // aggregate outgoing neighbors
‘ foreach (b,p(a)) € values do emit((a, b, |vZ§Zis|))
Map2(a, b, p(a)) // emit triples with b as key
| emit(b, (a, p(a)))
Reduce2 (b, values) // apply Equiation 4.1

p(b) = 1]—\[04 +a- Z(a,p(a))évalues/\p(a)#oo x
foreach (a,p(a)) € values do emit((a, b, 00))

emit((b, oo, p(b)))

Map3(a, b, p(a)) // emit triples with a as key

emit(a, (b, p(a)))

Reduce3(a, values) // save p(a) at each triple corresponding to edge (a,b)

p(a) = p, with (oo, p) € values A p # 0o
foreach (b, 00) € values do emit((a, b, p(a)))

i
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C. Experimental Evaluation

C.1. Word Count

In this section we provide additional plots and tables complementing the results of Section 9.1.
Figures 48 and 49 contain the results of strong scale experiments on the english and yelp
data sets (Table 3). These figures correspond to Figure 24 and provide the same results as
discussed in Section 9.1. Furthermore, Tables 9 and 10 contain the average percentages of the
MapReduce phases during an MapReduce operation.
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Figure 48: We illustrate the runtime division of the MapReduce operation during the Word
Count algorithm (Section 4.1). We apply the Word Count algorithm on english
(nodes in {1, 5, 10, 20, 40, 80, 160}, 7 runs) and yelp (nodes in {5, 10, 20, 40, 80, 160},
7 runs). The x-axes show the number of nodes, while the logarithmic y-axes show the
average runtime. We profile the runtime of the map phase including serialization and
group by key (map), reduce phase including deserialization (reduce), shuffle phase
(shuffle), and save self-message time (save). MapReduce indicates the runtime of
the entire MapReduce operation.

Table 9: This table shows the relative average MapReduce phase times r, of the dif-
ferent MapReduce phases during the Word Count experiments with MPI-MR-ft

(Section 9.1). We compute r, = t%r - 100%, where t, is the average execution time
of phase = and t,,,. over all runs and node counts.

text | map(%) reduce(%) shuffle(%) save(%)

english 68.04 16.66 14.65 0.65

yelp 58.93 25.42 14.53 1.11

gutenberg 04.33 30.54 14.16 0.97

randtext-gutenberg 68.06 20.68 9.85 1.41

average 62.81 24.03 11.98 1.18

1ii
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Table 10: This table shows the relative average MapReduce phase times r, of the differ-

ent MapReduce phases during the Word Count experiments with HYB-MR-ft
(Section 9.1). We compute r, = ;- - 100%, where t, is the average execution time of
phase z and t,,,. over all runs and node counts.

text | map(%) reduce(%) shuffle(%) save(%)
english 84.49 10.09 4.88 0.54
yelp 74.11 17.21 7.21 1.46
gutenberg 67.95 23.16 7.45 1.44
randtext-gutenberg 90.12 1.97 6.8 1.11
average 78.46 13.39 6.92 1.23
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Figure 49: We illustrate the relative speedups of the MapReduce operation during the Word
Count algorithm (Section 4.1). We show the results of the different MapReduce
configurations listed in Table 1. We apply the Word Count algorithm on english
(nodes in {1, 5,10, 20,40, 80,160}) and yelp (nodes in {5,10,20,40,80,160}). We
perform 7 runs for each text and plot the averages. The x-axes show the number of
nodes, while the y-axes show the relative speedups. We profile the runtime of the
map phase including serialization and group by key (map), reduce phase including
deserialization (reduce), shuffle phase (shuffle), and save self-message time (save).
MapReduce indicates the runtime of the entire MapReduce operation. The linear
functions azx 4 b indicate linear regression with mean square error e.
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C.2. PageRank

The following plots and tables correspond to the PageRank experiments described in Section 9.2.
Figure 50 shows the results of the week scale experiments with PageRank on ErdésRényi-d38.
The results are similar to those with rhg-d8-g3 (Figure 32). Tables 11 and 12 contain the
increases in runtime of the different phases during the week scale experiments in Section 9.2.
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Figure 50: We perform 100 PageRank iterations with our MapReduce configurations (Table 1)
on Erd8sRényi-d38 (seeds in {1,2,3,4,5} and nodes {1, 2,4, 8,16, 32,64, 128}). We
generate 2'® vertices per node. Furthermore, we generate 10% node failures for
MPI (HYB)-MR-gf. The x-axes show the number of nodes, while the y-axes show the
average runtime per MapReduce operation including error bars with standard devia-
tion. We illustrate the map phase including grouping by key and serialization (map),
the reduce phase including deserialization (reduce), the shuffle phase (shuffle), the
save self-message time (save), recovery time (recovery), and the entire MapReduce
execution (MapReduce).

Table 11: Illustrate the increase in runtime for the different phases. We indicate the increase
im“” between the minimum and maximum runtime of a phase during the PageRank
experiments on rhg-d8-g3 (Figure 32). The column "all" indicates the overall in-
crease.

MapReduce  map shuffle reduce all

MPI-MR 1.26 20.427  1.669 2.009
MPI-MR-ft  1.255 20.279  1.574 2.072
MPI-MR-gf 1.186 19.685 1.511 2.474
HYB-MR 1.552 2965  2.067 1.916
HYB-MR-ft 1.531 4.374 2.029 2.119
HYB-MR-gf 1.648 5.935 2.249  2.47
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Table 12: Illustrate the increase in runtime for the different phases. We indicate the increase
’;’"# between the minimum and maximum runtime of a phase during the PageRank
experiments on ErdésRényi-d38 (Figure 50). The column "all" indicates the overall
increase.

MapReduce  map shuffle reduce all

MPI-MR 1.32  9.223  2.262 1.826
MPI-MR-ft 1.319 9.138  2.187 1.873
MPI-MR-gf  1.39 9.774  2.005 2.061
HYB-MR 1.824  3.413  2.702 2.302
HYB-MR-ft 1.829 3.667 2.731 2.552
HYB-MR-gf 1949 3.859 2805 2.781

C.3. Connected Components

This section provides additional information to the connected component experiments per-
formed in Section 9.3. We adopt the same parameters and naming conventions as introduced
in Sections 8 and 9

Table 3 contains the number of large star and small star MapReduce operations performed
during the execution of the two phase cc algoithm (Section 4.3). We apply the cc algorithm
on the ErdésRényi-d0.25-n22% graph (Table 4). Figures 52 and 51 analyze the experiments of
the alternating cc algorithm using the same parameters as Figures 36 and 37.

Moreover, we perform week scaling experiments with our cc algorithm on ErdésRényi-d0.25-nx
(Table 4) for 2!8 vertices per compute node. Table 14 contains all large star and small star
counts for the different MapReduce configurations during our experiments with the two phase
algorithm (Figures 53 and 54).

Table 13: This table contains the number of small star and large star MapReduce operations
executed during the two phase cc computation for ErdésRényi-d0.25-n2?® (Table 4)
with seeds s = 1.

s large star small star

nodes 1 2 4 8 16 32 64 1281 2 4 8 16 32 64 128
1/16 13 16 16 16 17 14 17]5 4 5 5 5 5 4 5
2|15 15 17 14 15 17 17 17|!5 5 5 4 5 5 5 5

MPI-MR(-ft/gf) 3117 14 14 14 14 14 17 18|5 4 4 4 4 4 5 5
4114 16 16 15 15 16 16 17|4 6 4 5 5 5 5 5
117 13 16 16 14 17 14 17|5 4 5 5 4 5 4 5
2115 15 17 14 15 16 17 15|5 5 5 4 4 5 5 4

HYB-MR(-£6/88) 5|05 14 14 14 15 14 17 15|4 4 4 4 4 4 5 4
4114 16 16 15 13 16 15 144 5 4 4 4 5 5 4
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MPI-MR E MPI-MR-ft E MPI-MR-gf

7
1.36x+5.187e=14707

relative speedup

relative speedup

(a) The y-axes show the relative speedups. We plot a linear regression ax + b, e, where e is the mean
square error. We compute the regression for the speedup of MPI(HYB)-MR, the save self-message
phase (save) of MPI(HYB)-MR-ft, and the speedup for the recovery of MPI(HYB)-MR-gf.
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(b) The logarithmic y-axes show the average runtime per MapReduce operation.

Figure 51: We perform strong scaling experiments with our MapReduce configurations
(Table 1) for the alternating cc algorithm (Section 4.3). We run the experiments on
ErdésRényi-d0.25-n2?8 for seeds s € {1,2,3,4} and plot the averages. We gener-
ate 10% node failure. We chose nodes in {1, 2,4, 8,16, 32,64, 128}. The z-axes show
the number of nodes. We illustrate the map phase including grouping by key and
serialization (map), the reduce phase including deserialization (reduce), the shuffle
phase (shuffle), the save self-message time (save), recovery time (recovery), and
the entire MapReduce execution (MapReduce).
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Figure 52: Tllustration of the phases occurring during the recovery (Table 2). We show the

results for our alternating cc algorithm applied on ErdésRényi-d0.25-n2%. We
generate 10% node failure. The x-axes contain the number of nodes, while the
logarithmic y-axes show the runtime. These times correspond to the recovery time
in Figure 51
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Figure 53: We perform weak scaling experiments with our MapReduce configurations (Table 1)

viil

for the two phase cc algorithm (Section 4.3). We run the experiments on
ErdésRényi-d0.25-nz for seeds s € {1,2,3,4} and plot the averages and include
the standard deviation as error bar. For each node we generate 28 vertices. Table 14
illustrates the amount of large star and small star operations. We generate 10% node
failure. We chose nodes in {1,2,4, 8,16, 32,64,128}. The x-axis shows the number
of nodes, while the y-axis shows the runtime for the entire cc computation.
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Table 14: This table contains the number of small star and large star MapReduce operations
executed during the two phase cc computation for ErdésRényi-d0.25-nx (Table 4)
during our strong scale experiments with seeds s = 1. We choose x so that for each
node we have 28 vertices and 2% edges.

S large star small star
nodes 1 2 4 8 16 32 64 1281 2 4 8 16 32 64 128
1[16 13 16 16 16 17 14 175 4 5 5 5 5 4 &5
wpram 2|1 1517 14 1517 17 17|55 54 4 5 5 5
3017 14 14 14 14 14 17 185 4 4 4 4 4 5 5
4014 16 16 15 15 16 16 17|4 5 4 4 5 5 5 5
116 13 16 16 16 17 14 175 4 5 5 5 5 4 5
2015 15 17 14 15 17 17 17|5 5 5 4 4 5 5 5
MPIZMRT o) 07 14 14 14 14 14 17 18/5 4 4 4 4 4 5 5
4014 16 16 15 15 16 16 174 5 4 4 5 5 5 5
116 13 16 16 16 17 14 175 4 5 5 5 5 4 5
215 15 17 14 15 17 17 17|5 5 5 4 4 5 5 5
MPI-MR-GT 5|17 15 14 14 14 14 17 18|5 5 4 4 4 4 5 5
4014 16 16 15 15 16 16 17|4 5 4 4 5 5 5 5
116 13 16 16 14 17 14 175 4 5 5 4 5 4 5
wmam 2|15 1517 1415 16 17 15|55 5 4 4 5 5 4
3015 14 14 14 15 14 17 15|4 4 4 4 4 4 5 4
4015 16 16 15 13 16 15 14/4 5 4 4 4 5 5 4
116 13 16 16 14 17 14 175 4 5 5 4 5 4 5
2015 15 17 14 15 16 17 15|5 5 5 4 4 5 5 4
HYBMRIC o095 14 14 14 15 14 17 15|4 4 4 4 4 4 5 4
4015 16 16 15 13 16 15 14/4 5 4 4 4 5 5 4
1[16 13 16 16 14 17 14 175 4 5 5 4 5 4 5
2015 15 17 14 15 16 16 15|5 5 5 4 4 5 5 4
HYB-MR-gT o115 14 14 14 15 14 17 15|4 4 4 4 4 4 5 4
4015 16 16 15 13 16 15 14|4 5 4 4 4 5 5 4
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Figure 54: We perform weak scaling experiments with our MapReduce configurations (Table 1)
for the two phase cc algorithm (Section 4.3). We run the experiments on
ErdésRényi-d0.25-nx for seeds s € {1,2,3,4} and plot the averages. For each
node we generate 2'8 vertices. We generate 10% node failures. We chose nodes in
{1,2,4,8,16,32,64,128}. The z-axes show the number of nodes, while the y-axes
show the runtime for the entire cc computation. We illustrate the speedups of the
map phase (map), reduce phase (reduce), shuffle phase (shuffle), save self-message
time (save), and recovery time (recovery). MapReduce indicates the speedup of the
entire MapReduce operation.
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