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Preface

The present course notes collect and elaborate on material for the bachelor course “Algorithmen II” at KIT. They were first published in winter term 2010/2011 and have been expanded since then. Nevertheless, the current state of the course notes is still preliminary – in software jargon we would call it an α-version. Also, take note that the topics presented in here sometimes go beyond what was presented during the lectures. This additional material is not required to successfully complete the course, it is given to broaden your algorithmic horizon.

Although the lecture is presented in German, the notes are written in English as they are largely compiled from papers or textbooks written in English. Hence, note that little here is original material and kindly follow the citations to the original sources for more detailed information.

The chapters in these notes directly correspond to the chapters on the lecture slides. For chapters 2–4 on Advanced Data Structures, Shortest Paths and Applications of DFS we refer to the textbook ”Algorithms and Data Structures: The Basic Toolbox” by Kurt Mehlhorn and Peter Sanders [62], that is also available online and for free.
Chapter 1

Algorithm Engineering

Figure 1.1: Algorithm engineering as a cycle of design, analysis, implementation, and experimental evaluation driven by falsifiable hypotheses. The numbers refer to sections.

This is a shortened version of [78]. Algorithms and data structures are at the heart of every computer application and thus of decisive importance for permanently growing areas of engineering, economy, science, and daily life. The subject of Algorithmics is the systematic development of efficient algorithms
and therefore has pivotal influence on the effective development of reliable and resource-conserving technology. We only mention a few spectacular examples.

Fast search in the huge data space of the internet (e.g. using Google) has changed the way we handle knowledge. This was made possible with full-text search algorithms that are harvesting matching information out of petabytes of data within fractions of a second and by ranking algorithms that process graphs with billions of nodes in order to filter relevant information out of heaps of result data. Less visible yet similarly important are algorithms for the efficient distribution and caching of frequently accessed data under massive load fluctuations or even distributed denial of service attacks.

One of the most far-reaching results of the last years was the ability to read the human genome. Algorithmics was decisive for the early success of this project \[86\]. Rather than just processing the data coming our of the lab, algorithmic considerations shaped the implementation of the applied shotgun sequencing process.

The list of areas where sophisticated algorithms play a key role could be arbitrarily continued: computer graphics, image processing, geographic information systems, cryptography, planning in production, logistics and transportation,...

How is algorithmic innovation transferred to applications? Traditionally, algorithmics used the methodology of algorithm theory which stems from mathematics: algorithms are designed using simple models of problem and machine. Main results are provable performance guarantees for all possible inputs. This approach often leads to elegant, timeless solutions that can be adapted to many applications. The hard performance guarantees lead to reliably high efficiency even for types of inputs that were unknown at implementation time. From the point of view of algorithm theory, taking up and implementing an algorithmic idea is part of application development. Unfortunately, it can be universally observed that this mode of transferring results is a slow process. With growing requirements for innovative algorithms, this causes growing gaps between theory and practice: Realistic hardware with its parallelism, memory hierarchies etc. is diverging from traditional machine models. Applications grow more and more complex. At the same time, algorithm theory develops more and more elaborate algorithms that may contain important ideas but are usually not directly implementable. Furthermore, real-world inputs are often far away from the worst case scenarios of the theoretical analysis. In extreme cases, promising algorithmic approaches are neglected because a mathematical analysis would be difficult.

Since the early 1990s it therefore became more and more apparent that algorithmics cannot restrict itself to theory. So, what else should algorithmists do? Experiments play a pivotal here. Algorithm engineering (AE) is therefore sometimes equated with experimental algorithmics. However, in this paper we argue that this view is too limited. First of all, to do experiments, you also have to implement algorithms. This is often equally interesting and revealing as the experi-
ments themselves, needs its own set of techniques, and is an important interface to software engineering. Furthermore, it makes little sense to view design and analysis on the one hand and implementation and experimentation on the other hand as separate activities. Rather, a feedback loop of design, analysis, implementation, and experimentation that leads to new design ideas materializes as the central process of algorithmics.

This cycle is quite similar to the cycle of theory building and experimental validation in Popper’s scientific method [71]. We can learn several things from this comparison. First, this cycle is driven by falsifiable hypotheses validated by experiments – an experiment cannot prove a hypothesis but it can support it. However, such support is only meaningful if there are conceivable outcomes of experiments that prove the hypothesis wrong. Hypotheses can come from creative ideas or result from inductive reasoning stemming from previous experiments. Thus we see a fundamental difference to the deductive reasoning predominant in algorithm theory. Experiments have to be reproducible, i.e., other researchers have to be able to repeat an experiment to the extent that they draw the same conclusions or uncover mistakes in the previous experimental setup.

There are further aspects of AE as a methodology for algorithmics, outside the main cycle. Design, analysis and evaluation of algorithms are based on some model of the problem and the underlying machine. Since gaps between theory and practice often relate to these models, they are an important aspect of AE. Since we aim at practicality, applications are an important aspect. However we choose to view applications as being outside the methodology of AE since it would otherwise become too open ended and because often one algorithm can be used for quite diverse applications. Also, every new application will have its own requirements and techniques some of which may be abstracted away for algorithmic treatment. Still, in order to reduce gaps between theory and practice, as many interactions as possible between the application and the activities of AE should be taken into account: Applications are the basis for realistic models, they influence the kind of analysis we do, they put constraints on useful implementations, and they supply realistic inputs and other design parameters for experiments. On the other hand, the results of analysis and experiments influence the way an algorithm is used (fast enough for real time or interactive use?, . . . ) and implementations may be the basis for software used in applications. Indeed, we may view application engineering as a separate process living in both AE and a concrete application domain where methods from both areas are used to adapt an algorithm to a particular application. Applications engineering bridges remaining unavoidable gaps between experimental implementations and production quality code. Note that there are important differences between these two kinds of code: fast development, efficiency, and instrumentation for experiments are very important for AE, while thorough testing, maintainability, simplicity, and tuning for
particular classes of inputs are more important for the applications. Furthermore, the algorithm engineers may not even know all the applications for which their algorithms will be used. Hence, algorithm libraries of highly tested codes with clear simple user interfaces are an important link between AE and applications.

Figure 1.1 summarizes the resulting schema for AE as a methodology for algorithmics. The following sections will describe the activities in more detail. We give examples of challenges and results that are a more or less random sample biased to results we know well.

1.1 A Brief “History” of Algorithm Engineering

The methodology described here is not intended as a revolution but as a description of observed practices in algorithmic research being compiled into a consistent methodology. Basically, all the activities in algorithm development described here have probably been used as long as there are computers. However, in the 1970s and 1980s algorithm theory had become a subdiscipline of computer science that was almost exclusively devoted to “paper and pencil” work. Except for a few papers around D. Johnson, the other activities were mostly visible in application papers, in operations research, or J. Bentley’s programming pearls column in Communications of the ACM. In the late 1980s, people within algorithm theory began to notice increasing gaps between theory and practice leading to important activities such as the Library of Efficient Data Types and Algorithms (LEDA, since 1988) by K. Mehlhorn and S. Näher and the DIMACS implementation challenges (http://dimacs.rutgers.edu/Challenges/). It was not before the end of the 1990s that several workshops series on experimental algorithmics and algorithm engineering were started. There was a Dagstuhl workshop in 2000 [30], and several overview papers on the subject were published [2, 65, 54, 55, 44].

The term “algorithm engineering” already appears 1986 in the Foreword of [9] and 1989 in the title of [84]. No discussion of the term is given. At the same time T. Beth started an initiative to move the CS department of the University of Karlsruhe more into the direction of an engineering discipline. For example, a new compulsory graduate-level course on algorithms was called “Algorithmentechnik” which can be translated as “algorithm engineering”. Note that the term “engineering” like in “mechanical engineering” means the application oriented use of science whereas our current interpretation of algorithm engineering has applications not as its sole objective but equally strives for general scientific insight as in the natural sciences. However, in daily work the difference will not matter much.

1 The Workshop on Algorithm Engineering (WAE) is not the engineering track of ESA. The Alex workshop first held in Italy in 1998 is now the ALENEX workshop held in conjuction with SODA. WEA, now SEA was first organized in 2002.
P. Italiano organized the “Workshop on Algorithm Engineering” in 1997 and also uses “algorithm engineering” as the title for the algorithms column of EATCS in 2003 [24] with the following short abstract: “Algorithm Engineering is concerned with the design, analysis, implementation, tuning, debugging and experimental evaluation of computer programs for solving algorithmic problems. It provides methodologies and tools for developing and engineering efficient algorithmic codes and aims at integrating and reinforcing traditional theoretical approaches for the design and analysis of algorithms and data structures.” Independently but with the same basic meaning, the term was used in the influential policy paper [2]. The present paper basically follows the same line of argumentation attempting to work out the methodology in more detail and providing a number of hopefully interesting examples.

1.2 Models

A big difficulty for defining models for problems and machines is that (apparently) only complex models are adequate images of reality whereas only simple models lead to simple, widely usable, portable, and analyzable algorithms. Therefore, AE must simultaneously and carefully abstract from application problems and refine theoretical models.

A successful example for a machine model is the external memory model (or I/O model) [1, 87, 63] which is a careful refinement of the von Neumann model [67]. Instead of a uniform memory, there are two levels of memory. A fast memory of limited size $M$ and a slow memory that is accessed in blocks of size $B$.

While only counting I/O steps in this model can become a highly theoretical game, we get an abstraction useful for AE if we additionally take internal work into account and if we are careful to use the right values for the parameters $M$ and $B$. Algorithms good in the I/O model are often good in practice although the model oversimplifies aspects like rotational delays, seek time, disk data density depending on the track use, cache replacement strategies [59], flexible block sizes, etc. Sometimes it would even be counterproductive to be too clever. For example, a program carefully tuned to minimize rotational delays and seek time might experience severe performance degradation as soon as another application accesses the disk.

An example for application modelling is the simulation of traffic flows. While microscopic simulations that take the actual behavior of every car into account

\[^2\text{A common pitfall when applying the I/O model to disks is to look for a natural physical block size. This can lead to values (e.g. the size of 512 byte for a decoding unit) that are four orders of magnitude from the value that should be chosen – a value where data transfer takes about as long as the average latency for a small block.}\]
are currently limited to fairly small subnetworks, it may soon become possible to simulate an entire country by only looking at the paths taken by each car.

1.3 Design

As in algorithm theory, we are interested in efficient algorithms. However, in AE, it is equally important to look for simplicity, implementability, and possibilities for code reuse. Furthermore, efficiency means not just asymptotic worst case efficiency, but we also have to look at the constant factors involved and at the performance for real-world inputs. In particular, some theoretically efficient algorithms have similar best case and worse case behavior whereas the algorithms used in practice perform much better on all but contrived examples. An interesting example are maximum flow algorithms where the asymptotically best algorithm [34] is much worse than theoretically inferior algorithms [17] [58].

1.4 Analysis

Even simple and proven practical algorithms are often difficult to analyze and this is one of the main reasons for gaps between theory and practice. Thus, the analysis of such algorithms is an important aspect of AE. For example, randomized algorithms are often simpler and faster than their best deterministic competitors but even simple randomized algorithms are often difficult to analyze.

Many complex optimization problems are attacked using meta heuristics like (randomized) local search or evolutionary algorithms. Algorithms of this type are simple and easily adaptable to the problem at hand. However, only very few such algorithms have been successfully analyzed (e.g. [89]) although performance guarantees would be of great theoretical and practical value.

An important open problem is partitioning of graphs into approximately equal sized blocks such that few edges are cut. This problem has many applications, e.g., in scientific computing. Currently available algorithms with performance guarantees are too slow for practical use. Practical methods first contract the graph while preserving its basic structure until only few nodes are left, compute an initial solution on this coarse representation, and then improve by local search. These algorithms, e.g., [32] are very fast and yield good solutions in many situations yet no performance guarantees are known.

An even more famous example for local search is the simplex algorithm for linear programming. Simple variants of the simplex algorithm need exponential time for specially constructed inputs. However, in practice, a linear number of iterations suffices. So far, only subexponential expected runtime bounds are
known – for inpracticable variants. However, Spielmann and Teng were able to show that even small random perturbations of the coefficients of a linear program suffice to make the expected run time of the simplex algorithm polynomial \[O(n^2 m \log m).\] This concept of smoothed analysis is a generalization of average case analysis and an interesting tool of AE also outside the simplex algorithm. Beier and Vöcking were able to show polynomial smoothed complexity for an important family of NP-hard problems \[O(nm \log n).\] For example, this result explains why the knapsack problem can be efficiently solved in practice and has also helped to improve the best knapsack solvers. There are interesting interrelations between smoothed complexity, approximation algorithms, and pseudopolynomial algorithms that is also an interesting approach to practical solutions of NP-hard problems.

### 1.5 Implementation

Implementation only appears to be the most clearly prescribed and boring activity in the cycle of AE. One reason is that there are huge semantic gaps between abstractly formulated algorithms, imperative programming languages, and real hardware. A typical example for this semantic gap is the implementation of an \[O(nm \log n).\] matching algorithm in \[O(nm \log n).\] Its abstract description requires a sophisticated data structure whose efficient implementation only succeeded in \[O(nm \log n).\].

An extreme example for the semantic gap are geometric algorithms which are often designed assuming exact arithmetics with real numbers and without considering degenerate cases. The robustness of geometric algorithms has therefore become an important branch of AE \[O(nm \log n).\].

Even the implementation of relatively simple basic algorithms can be challenging. You often have to compare several candidates based on small constant factors in their execution time. Since even small implementation details can make a big difference, the only reliable way is to highly tune all competitors and run them on several architectures. It can even be advisable to compare the generated machine code (e.g. \[O(nm \log n).\]).

Often only implementations give convincing evidence of the correctness and result quality of an algorithm. For example, an algorithm for planar embedding \[O(nm \log n).\] was the standard reference for 20 years although this paper only contains a vague description how an algorithm for planarity testing can be generalized. Several attempts at a more detailed description contained errors (e.g. \[O(nm \log n).\]). This was only noticed during the first correct implementation \[O(nm \log n).\]. Similarly, for a long time nobody succeeded in implementing the famous algorithm for computing three-connected components from \[O(nm \log n).\]. Only an implementation in 2000 \[O(nm \log n).\] uncovered and corrected an error. For the related problem of computing a maximal planar subgraph there was a series of publications in prominent conferences uncovering
errors in the previous paper and introducing new ones – until it turned out that the proposed underlying data structure is inadequate for the problem [45].

An important consequence for planning AE projects is that important implementations cannot usually be done as bachelor or master theses but require the very best students or long term attendance by full time researchers or scientific programmers.

1.6 Experiments

Meaningful experiments are the key to closing the cycle of the AE process. For example, experiments on crossing minimization in [46] showed that previous theoretical results were too optimistic so that new algorithms became interesting.

Experiments can also have a direct influence on the analysis. For example, reconstructing a curve from a set of measured points is a fundamental variant of an important family of image processing problems. In [4] an apparently expensive method based on the travelling salesman problem is investigated. Experiments indicated that “reasonable” inputs lead to easy instances of the travelling salesman problem. This observation was later formalized and proven. A quite different example of the same effect is the astonishing observation that arbitrary access patterns to data blocks on disk arrays can be almost perfectly balanced when two redundant copies of each block are placed on random disks [79].

Compared to the natural sciences, AE is in the privileged situation that it can perform many experiments with relatively little effort. However, the other side of the coin is highly nontrivial planning, evaluation, archiving, postprocessing, and interpretation of results. The starting point should always be falsifiable hypotheses on the behavior of the investigated algorithms which stem from the design, analysis, implementation, or from previous experiments. The result is a confirmation, falsification, or refinement of the hypothesis. The results complement the analytic performance guarantees, lead to a better understanding of the algorithms, and provide ideas for improved algorithms, more accurate analysis, or more efficient implementation.

Successful experimentation involves a lot of software engineering. Modular implementations allow flexible experiments. Clever use of tools simplifies the evaluation. Careful documentation and version management help with reproducibility – a central requirement of scientific experiments, that is challenging due to the frequent new versions of software and hardware.
1.7 Algorithm Libraries

Algorithm libraries are made by assembling implementations of a number of algorithms using the methods of software engineering. The result should be efficient, easy to use, well documented, and portable. Algorithm libraries accelerate the transfer of know-how into applications. Within algorithmics, libraries simplify comparisons of algorithms and the construction of software that builds on them. The software engineering involved is particularly challenging, since the applications to be supported are unknown at library implementation time and because the separation of interface and (often highly complicated) implementation is very important. Compared to applications-specific reimplementation, using a library should save development time without leading to inferior performance. Compared to simple, easy to implement algorithms, libraries should improve performance. In particular for basic data structures with their fine-grained coupling between applications and library this can be very difficult. To summarize, the triangle between generality, efficiency, and ease of use leads to challenging tradeoffs because often optimizing one of these aspects will deteriorate the others. It is also worth mentioning that correctness of algorithm libraries is even more important than for other software because it is extremely difficult for a user to debug library code that has not been written by his team. Sometimes it is not even sufficient for a library to be correct as long as the user does not trust it sufficiently to first look for bugs outside the library. This is one reason why result checking, certifying algorithms, or even formal verification are an important aspect of algorithm libraries. All these difficulties imply that implementing algorithms for use in a library is several times more difficult / expensive / time consuming / frustrating / · · · than implementations for experimental evaluation. On the other hand, a good library implementation might be used orders of magnitude more frequently. Thus, in AE there is a natural mechanism leading to many exploratory implementations and a few selected library codes that build on previous experimental experience.

Let us now look at a few successful examples of algorithm libraries. The Library of Efficient Data Types and Algorithms LEDA [58] has played an important part in the development of AE. LEDA has an easy to use object-oriented C++ interfaces. Besides basic algorithms and data structures, LEDA offers a variety of graph algorithms and geometric algorithms.

Programming languages come with a run-time library that usually offers a few algorithmic ingredients like sorting and various collection data structures (lists, queues, sets, . . .). For example, the C++ standard template library (STL) has a very flexible interface based on templates. Since so many things are resolved at compile time, programs that use the STL are often equally efficient as hand-written C-style code even with the very fine-grained interfaces of collection classes. This is one of the reasons why our group is looking at implementations of the STL
for advanced models of computation like external computing (STXXL [22]) or multicore parallelism (MCSTL, GNU C++ standard library [82]). We should also mention disadvantages of template based libraries: The more flexible their offered functionality, the more cumbersome it is to use (the upcoming new C++ standard might slightly improve the situation). Perhaps the worst aspect is coping with extra long error messages and debugging code with thousands of tiny inlined functions. Writing the library can be frustrating for an algorithmist since the code tends to consist mostly of trivial but lengthy declarations while the algorithm itself is shredded into many isolated fragments.

The Boost C++ libraries ([www.boost.org](http://www.boost.org)) are an interesting concept since they offer a forum for library designers that ensures certain quality standards and offers the possibility of a library to become part of the C++ standard.

The Computational Geometry Algorithms Library (CGAL) ([www.cgal.org](http://www.cgal.org)) that is a joined effort of several AE groups is perhaps one of the most sophisticated examples of C++ template programming. In particular, it offers many robust implementations of geometric algorithms that are also efficient. This is achieved for example by using floating point interval arithmetics most of the time and switching to exact arithmetics only when a (near)-degenerate situation is detected. The mechanisms of template programming make it possible to hide much of these complicated mechanisms behind special number types that can be used in a similar way as floating point numbers.

### 1.8 Instances

Collections of realistic problem instances for benchmarking have proven crucial for improving algorithms. There are interesting collections for a number of NP-hard problems like the travelling salesman problem [3] the Steiner tree problem, satisfiability, set covering, or graph partitioning. In particular for the first three problems the benchmarks have helped enable astonishing breakthroughs. Using deep mathematical insights into the structure of the problems one can now compute optimal solutions even for large, realistic instances of the travelling salesman problem [5] and of the Steiner tree problem [70]. It is a bit odd that similar benchmarks for problems that are polynomially solvable are sometimes more difficult to obtain. For route planning in road networks, realistic inputs have become available in 2005 [80] enabling a revolution with speedups of up to six orders of magnitude over Dijkstra’s algorithm and a perspective for many applications [21]. In string algorithms and data compression, real-world data is also no problem. But for many typical graph problems like flows, random inputs are still common.

---

[^3]: [http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/](http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/)
practice. We suspect that this often leads to unrealistic results in experimental studies. Naively generated random instances are likely to be either much easier or more difficult than realistic inputs. With more care and competition, such as for the DIMACS implementation challenges, generators emerge that drive naive algorithms into bad performance. While this process can lead to robust solutions, it may overemphasize difficult inputs. Another area with lack of realistic input collections are data structures. Apart from some specialized scenarios like IP address lookup, few inputs are available for hash tables, search trees, or priority queues.

1.9 Applications

We could discuss many important applications where algorithms play a major role and a lot of interesting work remains to be done. Since this would go beyond the scope of this paper, we only want to mention a few: Bioinformatics (e.g. sequencing, folding, docking, phylogenetic trees, DNA chip evaluations, reaction networks); information retrieval (indexing, ranking); algorithmic game theory; traffic information, simulation and planning for cars, busses, trains, and air traffic; geographic information systems; communication networks; machine learning; real time scheduling.

The effort for implementing algorithms for a particular application usually lies somewhere between the effort for experimental evaluation and for algorithm libraries depending on the context.

An important goal for AE should be to help shaping the applications (as in the example for genome sequencing mentioned in the introduction) rather than act as an ancillary science for other disciplines like physics, biology, mechanical engineering, . . .

1.10 Conclusions

We hope to have demonstrated that AE is a “round” methodology for the development of efficient algorithms which simplifies their practical use. We want to stress, however, that it is not our intention to abolish algorithm theory. The saying that there is nothing as practical as good theory remains true for algorithmics because an algorithm with proven performance guarantees has a degree of generality, reliability, and predictability that cannot be obtained with any number of experiments. However, this does not contradict the proposed methodology since it views algorithm theory as a subset of AE, making it even more rich by asking additional interesting kinds of questions (e.g. simplicity of algorithms, care for
constant factors, smoothed analysis,...). We also have no intention of criticizing some highly interesting research in algorithm theory that is less motivated from applications than by fundamental questions of theoretical computer science such as computability or complexity theory. However, we do want to criticize those papers that begin with a vague claim of relevance to some fashionable application area before diving deep into theoretical constructions that look completely irrelevant for the claimed application. Often this is not intentionally misleading but more like a game of “Chinese whispers” where a research area starts as a sensible abstraction of an application area but then develops a life of its own, mutating into a mathematical game with its own rules. Even this can be interesting but researchers should constantly ask themselves why they are working on an area, whether there are perhaps other areas where they can have larger impact on the world, and how false claims for practicality can damage the reputation of algorithmics in practical computer science.
Chapter 5

Maximum Flows and Matchings

The maximum flow problem is very easy to state: In a capacitated network, we wish to send as much flow as possible between two special nodes, a source node \( s \) and a sink node \( t \), without exceeding the capacity of any edge. In this chapter we discuss a number of algorithms for solving the maximum flow problem. These algorithms are of two types:

1. **Augmenting path algorithms** which incrementally augment flow along paths from the source node to the sink node.
2. **Preflow-push algorithms** that flood the network so that some nodes have excesses (or buildup of flow). These algorithms incrementally relieve flow from nodes with excesses by sending flow from the node forward toward the sink node or backward toward the source node.

**Definition 1**

We define a network to be a directed weighted graph \( G = (V, E) \) with distinct vertices \( s \) and \( t \) in \( G \) and the restriction that \( s \) has no incoming edges and \( t \) has no outgoing edges. We call \( s \) a source node and \( t \) a sink node. For an edge \( e \), we call its weight \( c_e \) the capacity of \( e \) (nonnegative!). An \( (s, t) \)-flow or simply flow is a function \( f : E \rightarrow \mathbb{R}_{\geq 0} \) \((f_e := f(e))\) satisfying the capacity constraints and the flow conservation constraints:

1. \( 0 \leq f_e \leq c_e \ \forall e \in E \)
2. \( \sum_{e: \text{source}(e) = v} f_e = \sum_{e: \text{target}(e) = v} f_e \ \forall v \in V \setminus \{s, t\} \)

The capacity constraints state that the flow across any edge is bounded by its capacity, and the latter constraints state that for each node different from \( s \) and \( t \), the total incoming flow equals the total outgoing flow. We further define the value of a flow \( \text{val}(f) = \text{total outgoing flow from } s \). Our goal is to find a flow with maximum value. An example can be found in Figure 5.1.
Figure 5.1: An example network in which capacities are marked black and the current flow values on an edge are marked blue. The total flow value is 18 which is maximal. We also see a cut in the network induced by the colors.

### 5.1 Algorithms 1956–now

Algorithms for the Maximum Flow Problem have been studied for over five decades now. Starting with early work in linear programming and spurred by the classic book of Ford and Fulkerson, the study of this problem has led to continuing improvements in the efficiency of network flow algorithms. We give a brief overview in the following table. Here \( n \) is the number of nodes, \( m \) the number of arcs/edges and \( U \) the largest capacity in the graph.

<table>
<thead>
<tr>
<th>Year</th>
<th>Author</th>
<th>Running time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1956</td>
<td>Ford-Fulkerson</td>
<td>( O(mnU) )</td>
</tr>
<tr>
<td>1969</td>
<td>Edmonds-Karp</td>
<td>( O(m^2n) )</td>
</tr>
<tr>
<td>1970</td>
<td>Dinic</td>
<td>( O(mn^2) )</td>
</tr>
<tr>
<td>1973</td>
<td>Dinic-Gabow</td>
<td>( O(mn \log U) )</td>
</tr>
<tr>
<td>1974</td>
<td>Karzanov</td>
<td>( O(n^3) )</td>
</tr>
<tr>
<td>1977</td>
<td>Cherkassky</td>
<td>( O(n^2 \sqrt{m}) )</td>
</tr>
<tr>
<td>1980</td>
<td>Galil-Naamad</td>
<td>( O(mn \log^2 n) )</td>
</tr>
<tr>
<td>1983</td>
<td>Sleator-Tarjan</td>
<td>( O(mn \log n) )</td>
</tr>
<tr>
<td>1986</td>
<td>Goldberg-Tarjan</td>
<td>( O(mn \log(n^2/m)) )</td>
</tr>
<tr>
<td>1987</td>
<td>Ahuja-Orlin</td>
<td>( O(mn + n^2 \log U) )</td>
</tr>
<tr>
<td>1987</td>
<td>Ahuja-Orlin-Tarjan</td>
<td>( O(mn \log(2 + n \sqrt{\log U/m})) )</td>
</tr>
<tr>
<td>1990</td>
<td>Cheriyan-Hagerup-Mehlhorn</td>
<td>( O(n^3/ \log n) )</td>
</tr>
<tr>
<td>1990</td>
<td>Alon</td>
<td>( O(mn + n^{8/3} \log n) )</td>
</tr>
<tr>
<td>1992</td>
<td>King-Rao-Tarjan</td>
<td>( O(mn + n^{2+\varepsilon}) )</td>
</tr>
<tr>
<td>1993</td>
<td>Philipps-Westbrook</td>
<td>( O(mn \log n/ \log \frac{m}{n} + n^2 \log^{2+\varepsilon} n) )</td>
</tr>
<tr>
<td>1994</td>
<td>King-Rao-Tarjan</td>
<td>( O(mn \log n/ \log \frac{m}{n \log n}) ) if ( m \geq 2n \log n )</td>
</tr>
<tr>
<td>1997</td>
<td>Goldberg-Rao</td>
<td>( O(\min{m^{1/2}, n^{2/3}} m \log(n^2/m) \log U) )</td>
</tr>
</tbody>
</table>
5.2 Augmenting Path Algorithms

The basic idea behind augmenting path algorithms is to iteratively identify a path from \( s \) to \( t \) such that each edge has some spare capacity. On this path, the edges with the smallest spare capacity are saturated, i.e. the flow along this path is incremented by this capacity. This way the flow is incrementally augmented along paths from the source node to the sink node. To be more precise we need the definition of a residual graph:

**Definition 2**

*Given a network \( G = (V, E, c) \) and a flow \( f \), we define the residual network to be \( G_f = (V, E_f, c_f) \). The residual network \( G_f \) with respect to a flow \( f \) has the same node set as \( G \). Every edge of \( G_f \) is induced by an edge of \( G \) and has so-called residual capacity. Let \( e = (u, v) \) be an arbitrary edge of \( G \). If \( f(e) < c_e \) then \( e \) is also an edge of \( G_f \). Its residual capacity is \( c^f_e = c_e - f(e) \). If \( f(e) > 0 \) then \( e^{rev} = (v, u) \) is an edge of \( G_f \). Its residual capacity is \( c^{f, rev}_e = f(e) \). Note that both can be the case, i.e. \( e \in E_f \) and \( e^{rev} \in E_f \). An example is given in Figure 5.2.*

In other words, the residual capacity \( c^f_{e=(u,v)} \) of an edge \( e \) is the maximum additional flow that can be sent from node \( u \) to node \( v \) using the edges \( (u,v) \) and \( (v,u) \). Sending flow from \( u \) to \( v \) via the edge \( (v,u) \) means to decrease the flow that is on this edge, i.e. decreasing the flow from \( v \) to \( u \).

![Figure 5.2](image_url)

> Figure 5.2: On the left hand side we see the original graph with a flow \( f \) shown. On the right hand side we see the corresponding residual network. In this graph the highlighted path is an augmenting path with residual capacity \( \Delta f = \min\{4,2,10,4,4\} = 2 \).
5.2.1 The Ford Fulkerson Algorithm

We now describe one of the simplest and most intuitive algorithms for solving the maximum flow problem. This algorithm is known as the augmenting path algorithm/Ford Fulkerson algorithm. We refer to a directed path from the source to the sink in the residual network as an augmenting path. We define the residual capacity $\Delta f$ of an augmenting path $p$ as the minimum residual capacity of any edge in the path. An example for an augmenting path can be found in Figure 5.2.

Observe that, by definition, the capacity of an augmenting path is always positive. Consequently, whenever the network contains an augmenting path, we can send additional flow from the source to the sink. The augmenting path algorithm is essentially based on this simple observation. The algorithm proceeds by identifying augmenting paths and augmenting flows on these path until the network contains no such path. Pseudocode for this algorithm can be found in Figure 5.3 and 5.4.

For integer capacities, the algorithm runs in $O(m\text{val}(f))$ time. An example run of the algorithm can be found in Figure 5.5.

Function FFMaxFlow($G = (V, E), s, t, c : E \to \mathbb{N}) : E \to \mathbb{N}$

$f := 0$
while $\exists$ path $p = (s, \ldots, t)$ in $G_f$
do
augmentPath($G, s, t, c, f$) // augment $f$ along $p$
return $f$

Figure 5.3: The Ford Fulkerson Augmenting Path algorithm.

Procedure augmentPath($G = (V, E), s, t, c : E \to \mathbb{N}, f : E \to \mathbb{N}$, path $p$ in $G_f$)

$\Delta f := \min_{e \in p} c_e$

foreach $(u, v) \in p$ do
if $(u, v) \in E$ then $f_{(u, v)} += \Delta f$
else $f_{(v, u)} -= \Delta f$

Figure 5.4: The Ford Fulkerson subroutine for augmenting a path.
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We now proof that the Ford Fulkerson algorithm is correct.

Definition 3
An \( s \)-\( t \)-cut is a partition of \( V \) into \( S \) and \( T = V \setminus S \) with \( s \in S \) and \( t \in T \). The capacity of this cut is the sum of the weights of all edges starting in \( S \) and ending in \( T \):

\[
c(S) := c(S, T = V \setminus S) := \sum_{u \in S, v \in T} c(u,v)
\]

A cut \( S \) is called saturated if \( f(e) = c_e \) for all \( e = (u, v), u \in S, v \in T \) and \( f(e) = 0 \) for all \( e = (v, u), v \in T, u \in S \).

The next lemma relates flows and cuts: the capacity of any \((s, t)\)-cut is an upper bound for the value of any \((s, t)\)-flow. Conversely, the value of any \((s, t)\)-flow is a lower bound for the capacity of any \((s, t)\)-cut.
Lemma 1
Let \( f \) be any \((s, t)\)-flow and let \( S \) be any \((s, t)\)-cut. Then

\[
\text{val}(f) \leq c(S).
\]

If \( S \) is saturated then \( \text{val}(f) = c(S) \).

Proof.

We have

\[
\text{val}(f) = \sum_{e \in E \cap (S \times T)} f_e - \sum_{e \in E \cap (T \times S)} f_e \leq \sum_{e \in E \cap (S \times T)} c_e = c(S).
\]

For a saturated cut, the inequalities are equalities.

A saturated cut proves the maximality of given flow \( f \). However a saturated cut is easily extracted from a maximum flow by means of the residual network as we will see now.

Lemma 2
Let \( f \) be a flow, let \( G_f \) be the residual network with respect to \( f \), and let \( S := \{v \in V : v \text{ reachable from } s \text{ in } G_f \} \) be the set of nodes that are reachable from \( s \) in \( G_f \).

1. If \( t \in S \) then \( f \) is not maximum.

2. If \( t \notin S \) then \( S \) is a saturated cut and \( f \) is maximum.

Proof.

1. Let \( p \) be any simple path from \( s \) to \( t \) in \( G_f \) and let \( \Delta f \) be the minimum residual capacity of any edge of \( p \). Then \( \Delta f > 0 \). We construct a flow \( f' \) of value \( \text{val}(f) + \Delta f \).

\[
f'(e) = \begin{cases} 
  f(e) + \Delta f & \text{if } e \text{ is in } p \\
  f(e) - \Delta f & \text{if } e^{rev} \text{ is in } p \\
  f(e) & \text{if neither } e \text{ nor } e^{rev} \text{ belongs to } p.
\end{cases}
\]

Then \( f' \) is a flow and \( \text{val}(f') = \text{val}(f) + \Delta f \). Note that \( f' \) is well-defined because the path is simple.

2. There is no edge \((v, w)\) in \( G_f \) with \( v \in S \) and \( w \in T \). Hence, \( f(e) = c(e) \) for any \( e \in E \cap (S \times T) \) and \( f(e) = 0 \) for any \( e \in E \cap (T \times S) \), i.e. the cut \( S \) is saturated. Thus \( f \) is maximal.
Lemma 3
The algorithm of Ford and Fulkerson is correct.

Proof.
Clearly the algorithm computes a feasible flow $f$ (invariant). At termination of the algorithm, we have no augmenting path left in $G_f$. We further have $\forall (u, v) \in E \cap (S \times T): c_f(u, v) = 0$ and hence $f(v, u) = 0$. That means that $S$ is saturated and hence $S$ proofs the maximality of $f$.

Theorem (Elias/Feinstein/Shannon, Ford/Fulkerson 1956)
The value of an $s$-$t$ max-flow $f$ equals the minimum capacity of an $s$-$t$-cut.

5.2.2 Two Bad Examples for Ford Fulkerson
We mentioned above that the running time for the Ford Fulkerson algorithm is $O(m \text{val}(f))$ for integers. However the number of augmenting steps is also dependent of the maximum difference capacity $C := \max_{e \in E} c_e - \min_{e \in E} c_e$ (see Figure 5.6). It even gets worse since for irrational numbers it is possible that the algorithm does not terminate at all (see Figure 5.7).

Figure 5.6: By iteratively augmenting the flow along the two blue paths, we get $200 = \text{val}(f)$ path augmentations.

5.2.3 Dinic’s Algorithm
There are several maximum flow augmenting path algorithms that send flow along shortest paths from the source to the sink. Dinic’s algorithm is a popular algorithm in this class. This algorithm constructs shortest path networks, called layered networks, and establishes blocking flows (to be defined later) in these networks. In this section we point out the relationship between layered networks and distance labels.
Figure 5.7: Here $r$ is $\frac{\sqrt{5}-1}{2}$. Let $p_0 = \langle s, c, b, t \rangle$, $p_1 = \langle s, a, b, c, d, t \rangle$, $p_2 = \langle s, c, b, a, t \rangle$, $p_3 = \langle s, d, c, b, t \rangle$. Then the sequence of augmenting paths $p_0(p_1, p_2, p_1, p_3)^*$ is an infinite sequence of positive flow augmentations and the flow value does not converge to the maximum value 9.

**Definition 4 (Distance Labels)**

A distance function $d : V \rightarrow \mathbb{N} \cup \{0\}$ with respect to the residual capacities $c_f^e$ is a function from the set of nodes to the set of nonnegative integers. We say that a distance function is valid with respect to a flow $f$ if it satisfies the following two conditions:

1. $d(t) = 0$
2. $d(u) \leq d(v) + 1$ for every edge $(u, v) \in G_f$

We refer to $d(u)$ as the distance label of node $u$ and the conditions above as the validity conditions. The following properties show why the distance labels might be of use in designing network flow algorithms.

**Property 1**

If the distance labels are valid, the distance label $d(u)$ is a lower bound on the length of the shortest (directed) path from node $u$ to node $t$ in the residual network.

**Property 2**

If $d(s) \geq n$, the residual network contains no directed path from the source node to the sink node.

We now introduce some additional notation. We say that the distance labels are exact if for each node $u$, $d(u)$ equals the length of the shortest path from node $u$ to node $t$ in the residual network. We can determine exact distance labels for all nodes in $O(m)$ time by performing a backward breadth-first search (reverseBFS) of the network starting at the sink node $t$.

With respect to a given flow $f$, we can now define the layered network $L_f$ as follows. First we determine the exact distance labels $d$ in $G_f^r$. Then we compute...
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Function DinitzMaxFlow\((G = (V, E), s, t, c : E \rightarrow \mathbb{N}) : E \rightarrow \mathbb{N}\)

\[ f := 0 \]

\[ \text{while } \exists \text{ path } p = (s, \ldots, t) \text{ in } G_f \text{ do} \]
\[ d = G_f.\text{reverseBFS}(t) : V \rightarrow \mathbb{N} \]
\[ L_f = (V, \{(u, v) \in E_f : d(v) = d(u) - 1\}) \quad // \text{layer graph} \]
\[ \text{find a blocking flow } f_b \text{ in } L_f \]
\[ \text{augment } f += f_b \]
\[ \text{return } f \]

Figure 5.8: Pseudocode for Dinic’s algorithm.

The layered network which consists of those edges \((u, v)\) in \(G_f\) that satisfy the condition \(d(u) = d(v) + 1\). Observe that by definition every path from the source to the sink in the layered network \(L_f\) is a shortest path in \(G_f\). Observe further that some edge in \(L_f\) might not be contained in any path from the source to the sink. Dinic’s algorithm now computes a blocking flow \(f_b\) in \(L_f\).

Definition 5

A blocking flow \(f_b\) in \(L_f\) is a flow such that for each path \(p = (s, \ldots, t)\) in \(L_f\) there exists an saturated edge \(e \in p\), i.e. \(f_b(e) = c_f(e)\).

When a blocking flow \(f_b\) has been established in a network, Dinic’s algorithm adds \(f_b\) to \(f\), recomputes the exact distance labels, forms a new layered network, and repeats these computations. The algorithm terminates, when as it is forming the new layered networks, it finds that the source is not connected to the sink. It is possible to show that every time Dinic’s algorithm forms a new layered network, the distance label of the source node strictly increases. Consequently, Dinic’s algorithm forms at most \(n\) layered networks and runs in \(O(n^2 m)\) time, since as shown below a blocking flow can be computed in \(O(nm)\). Pseudocode of this algorithm can be found in Figure 5.8.

We now explain how to compute blocking flows in the layered network \(L_f\). The main idea is to repeatedly use depth first searches to find augmenting paths in the layered network. The augmentation of flow along an edge \((u, v)\) reduces the residual capacity of edge \((u, v)\) and increases the residual capacity of the reversal edge \((v, u)\). However, each edge of the layered network is admissible, and therefore Dinic’s algorithm does not add reversal edges to the layered network. Consequently, the length of every augmenting path is \(d(s)\) and in an augmenting path for every edge \((u, v)\) we have \(d(u) = d(v) + 1\), i.e. the level decreases with each edge. These facts allow us to determine an augmenting path in the layered network, on average, in \(O(n)\) time. Pseudocode for the algorithm can be found in Figure 5.9.
**Function** blockingFlow(H = (V, E)) : E → \( \mathbb{N} \)

\[ p = \langle s \rangle : \text{Path} \quad v = \text{NodeRef} : p.\text{last}() \]

\[ f_b := 0 \]

**loop**  

\[ \text{if } v = t \text{ then} \]

\[ \delta := \min \{ c(e) - f_b(e) : e \in p \} \]

**foreach** e ∈ p do

\[ f_b(e) += \delta \]

**if** \( f_b(e) = c(e) \) then remove e from E

\[ p := \langle s \rangle \]

**else if** \( \exists e = (v, w) \in E \) then p.pushBack(w)

**else if** \( v = s \) then return \( f_b \)

**else** delete the last edge from p in p and E

**done**

Figure 5.9: Pseudocode for computing a blocking flow. The main idea is to repeatedly use DFS to find augmenting paths.

The running time of this algorithm is basically \( \#\text{extends} + \#\text{retreats} + n \cdot \#\text{breakthroughs} \). We can have at most \( m \) breakthroughs since in each breakthrough at least one edge is saturated. The number of \( \#\text{retreats} \) is also bounded through \( m \) since the edge is deleted from \( p \) and \( E \). The number \( \#\text{extends} \) is lower or equal to \( \#\text{retreats} + n \cdot \#\text{breakthroughs} \) since a retreat cancels 1 extend and a breakthrough cancels \( \leq n \) extends. Therefore the overall running time of this algorithm is \( O(m + nm) = O(nm) \). If we have some further assumptions this time can even get better. For example, if we have unit edge capacities then a breakthrough saturates all edges on \( p \), i.e. we have amortized constant cost per edge, yielding a running time of \( O(m + n) \) for this subroutine.

**Theorem 4**

On a unit network, i.e. unit edge capacities, Dinic’s algorithms makes at most \( O(\sqrt{m}) \) rounds.

**Proof.**

Consider the layered network after \( \sqrt{m} \) iterations. It has at most \( m \) edges. The average number of edges between any two layers is \( m/\sqrt{m} = \sqrt{m} \). Hence, there must be at least one layer \( i \) with at most \( \sqrt{m} \) edges. Now consider the cut \( S = \{ v \mid d(v) < i \} \). It has capacity at most \( \sqrt{m} \). Since each blocking flow augmentation increases flow by at least one, after \( \sqrt{m} \) additional blocking flow augmentations, a maximum flow has been found. Hence, no more than \( 2\sqrt{m} = O(\sqrt{m}) \) blocking flow augmentations are needed.
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Putting these things together yields a total time for Dinic’s algorithm on unit capacity networks of \( O((n + m)\sqrt{m}) \). A more detailed analysis gives a running time of \( O(m \min\{m^{1/2}, n^{2/3}\}) \).

Another improvement for general networks was proposed by Sleator and Tarjan in 1983. They developed the dynamic tree data structure and used it to improve the worst-case complexity of Dinic’s algorithm from \( O(n^2 m) \) to \( O(mn \log n) \). Dynamic trees are a special type of data structure that permits us to implicitly send flow on paths of length \( n \) in \( O(\log n) \) steps on average. Since then, researchers have used this data structure on many occasions to improve the performance of a range of network flow algorithms.

5.2.4 Disadvantage of Augmenting Path Algorithms

The inherent drawback of the augmenting path algorithms is the computationally expensive operation of sending flow along a path, which requires \( O(n) \) time in the worst case. Preflow-push algorithms do not suffer from this drawback and obtain dramatic improvements in the worst-case complexity. To understand this point better, consider the (artificially extreme) example shown in Figure 5.11.

When applied to this problem, any augmenting path algorithm would discover 10 augmenting paths, each of length 6, and would augment 1 unit of flow along each of these paths. Observe, however, that although all of these paths share the same first eight 4 edges, each augmentation traverses all of these edges. If we could have
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Figure 5.11: Drawback of the augmenting path algorithm.

sent $l$ units of flow from $s$ to node $u$ and then sent 1 unit of flow along $l$ different paths of length 2, we would have saved the repetitive computations in traversing the common set of edges. This is the essential idea underlying the preflow-push algorithms.

5.3 Preflow-Push Algorithms

We now study a class of algorithms, known as preflow-push algorithms, for solving the maximum flow problem. These algorithms are more general, more powerful, and more flexible than augmenting path algorithms. The best preflow-push algorithms currently outperform the best augmenting path algorithms in theory as well as in practice. In this section we study the generic preflow-push algorithm.

Augmenting path algorithms send flow by augmenting along a path. The basic operation further decomposes into the more elementary operation of sending flow along individual edges. Thus sending a flow of $\delta$ units along a path of $k$ edges decomposes into $k$ basic operations of sending a flow of $\delta$ units along each of the edges of the path. We shall refer to each of these basic operations as a push (see Figure 5.12). The preflow-push algorithms push flows on individual edges instead of augmenting paths.

Definition 6

A preflow $f$ is a flow where the flow conservation constraint is relaxed to

$$\text{excess}(v) := \sum_{(u,v) \in E} f_{(u,v)} - \sum_{(v,w) \in E} f_{(v,w)} \geq 0.$$  

This implies for a preflow that it is allowed that the total inflow exceeds the total outflow. A node $v$ is called active if and only if $\text{excess}(v) > 0$. As an exception,
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$s$ and $t$ are never active. The residual network $G^f$ with respect to a preflow $f$ is defined as in the case of a flow.

The preflow-push algorithms maintain a preflow at each intermediate stage. In a preflow, we have excess $(v) \geq 0$ for each $v \in V \setminus \{s, t\}$. Moreover, because no edge is leaving from $t$ we have excess $(t) \geq 0$ as well. Therefore node $s$ is the only node with negative excess. The basic operation to manipulate a preflow is a push:

**Procedure** push $(e = (v,w), \delta)$

1. assert $\delta > 0$
2. assert residual capacity of $e \geq \delta$
3. assert excess $(v) \geq \delta$
4. excess $(v) -= \delta$
5. excess $(w) += \delta$
6. if $e$ is reverse edge then $f(reverse(e)) -= \delta$
7. else $f(e) += \delta$

Figure 5.12: The basic push operation.

A push of $\delta$ units from node $v$ to $w$ decreases both excess $(v)$ and $c_{v,w}^f$ by $\delta$ units and increases both excess $(w)$ and $c_{w,v}^f$. We call a push saturating if $\delta = c_e^f$ and non-saturating if $\delta < c_e^f$. A non-saturating push at node $v$ reduces excess $(v)$ to zero. A saturating push across $e$ removes $e$ from the residual network and either kind of push adds $e^{ex}$ to the residual network (if it is not already there).

The question is now which pushes to perform? Goldberg and Tarjan suggested to put nodes of $G$ (and hence $G^f$) onto layers with $t$ on the bottom-most layer and to perform only pushes which transport excess to a lower layer. We use $d(v)$ to denote the (number of the) layer containing $v$. We call an edge $e = (v, w) \in G^f$ eligible if $d(w) < d(v)$.

Let us summarize: a push across an edge $e = (v, w) \in G^f$ can be performed if $v$ is active and $e$ is eligible. It moves $\delta \leq \min(\text{excess}(v), c_e^f)$ units of flow from $v$ to $w$. If $e$ is also an edge of $G$ then $f(e)$ is increased by $\delta$, and if $e$ is the reversal of an edge of $G$ then $f(e)$ is decreased by $\delta$.

What are we going to do when $v$ is active but there is no eligible edge out of $v$? In this situation $v$ is relabeled by increasing $d(v)$ by one, i.e. the purpose of the relabel operation is to create at least one edge on which the algorithm can perform further pushes. The generic preflow-push algorithm is proposed in Figure 5.13.
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**Procedure** genericPreflowPush(G=(V,E), f)

```plaintext
forall e = (s,v) ∈ E do push(e, cap(e))  // saturate
d(s) := n
d(v) := 0 for all other nodes
while ∃v ∈ V \ {s,t} : excess(v) > 0 do  // active node
    if ∃e = (v,w) ∈ E_f : d(w) < d(v) then  // eligible edge
        choose some δ ≤ min {excess(v), cf}
        push(e, δ)  // no new steep edges
    else d(v)++  // relabel. No new steep edges
```

Figure 5.13: The generic preflow-push algorithm.

The obvious choice for δ is min {excess(v), cf}. We call an edge e = (v, w) ∈ G_f steep if d(w) < d(v) − 1, i.e., if it reaches down by two or more levels.

It might be instructive to visualize the generic preflow-push algorithm in terms of a physical network: edges represent flexible water pipes, nodes represent joints and the distance function measures how far nodes are above the ground. In this network we wish to send water from the source to the sink. In addition, we visualize pushed flow as water flowing downhill. Initially, we move the source node upward, and water flows to its neighbors. In general, water flows downhill towards the sink; however, occasionally flow becomes trapped locally at a node that has no downhill neighbors. At this point we move the node upward, and again water flows downhill toward the sink. As we continue to move nodes upward, the remaining excess eventually flows back toward the source. The algorithm terminates when all the water flows either into the sink or flows back to the source.

In the following we show that an arbitrary preflow-push algorithm finds a maximum flow in time $O(n^2m)$. We divide this into two steps. The first step shows that if the algorithm terminates then it computed a maximum flow. Then we show the running time of the algorithm.

**Lemma 5**

The algorithm maintains a preflow and does not generate steep edges. The nodes s and t stay on levels 0 and n, respectively.

**Proof.**

The algorithm clearly maintains a preflow. After the initialization, each edge in $G_f$ either connects two nodes on level zero or connects a node on level zero to node s on level n. Thus, there are no steep edges (there are not even any eligible edges). A relabeling of a node v does not create a steep edge since a node is only relabeled if there are no eligible edges out of it. A push across an edge
e = (v, w) ∈ Gf may add the edge (w, v) ∈ Gf. However, this edge is not even eligible. Only active nodes are relabeled and only nodes different from s and t can be active. Thus s and t stay on layers n and 0, respectively. The preceding lemma has an interesting interpretation. Since there are no steep edges, any path from v to t must have length (=number of edges) at least d(v) and any path from v to s must have length at least d(v) − n. Thus, d(v) is a lower bound on the distance from v to t and d(v) − n is a lower bound on the distance from v to s.

The next lemma shows that active nodes can always reach s in the residual network (since they must be able to send their excess back to s). It has the important consequence that ℓ-labels are bounded by 2n − 1.

**Lemma 6**

If v is active then there is path from v to s in Gf:

∀ active nodes v : excess(v) > 0 ⇒ ∃ path ⟨v, ..., s⟩ ∈ Gf.

**Proof.**
The following is an equivalent invariant: There is an s−v path with nonzero flow to any active node. Suppose now that push((u, w), δ) would destroy this invariant for a path ⟨s, ..., v⟩. Then the path ⟨s, ..., u, ..., v⟩ reestablishes it.

**Lemma 7**

No distance label ever reaches 2n (∀v ∈ V : d(v) < 2n).

**Proof.**
Assume that a node v is moved to level 2n = d(v). Since only active nodes are relabeled, the lemma above implies the existence of a path p (and hence simple path) in Gf from a node on level 2n to s (which is on level n). This path has at most n − 1 nodes. We have d(s) = n and since the algorithm does not generate steep edges d(v) is lower than 2n which is a contradiction.

**Lemma 8**

When genericPreflowPush terminates f is a maximum flow.

**Proof.**
When the algorithm terminates, there are no active nodes, i.e. ∀v ∈ V \ {s, t} : excess(v) = 0, and hence the algorithm terminates with a flow. Call it f. In Gf there can be no path from s to t since any such path must contain a steep edge (since s is on level n, t is on level 0). Thus, f is a maximum flow (Max-Flow Min-Cut Theorem).
Lemma 9
There are at most $2n^2$ relabels.

Proof.
No distance label ever exceeds $2n$ ($d(v) \leq 2n$). That means $v$ is relabeled at most $2n$ times. Hence, we have at most $|V| \cdot 2n = 2n^2$ relabel operations.

Lemma 10
There at most $nm$ saturating pushes.

Proof.
A saturating push across an edge $e = (v, w) \in G^f$ removes $e$ from $G^f$. We claim that $v$ has to be relabeled at least twice before the next push across $e$ and hence there can be at most $n$ saturating pushes across any edge. To see the claim, observe that only a push across $e^{rev}$ can again add $e$ to $G^f$. Since pushes occur only across eligible edges, $w$ must be relabeled at least twice after the saturating push across $e$ and before the next push across $e^{rev}$. Similarly, it takes two relabels of $v$ before $e$ becomes eligible again.

\[ W \quad \text{lift} \quad V \quad W \]

It is more difficult to bound the number of non-saturating pushes. It depends heavily on which active node is selected for pushing and on which edge is selected for pushing. Recall that a non-saturating push reduces $\text{excess}(v)$ to zero, i.e. deactivates a node.

Lemma 11
The number of non-saturating pushes is $O(n^2 m)$ if $\delta = \min \{ \text{excess}(v), c_e^f \}$ for arbitrary node and edge selection rules. (arbitrary preflow-push).

Proof.
The proof makes use of a potential function argument. Consider the potential function

\[ \Phi := \sum_{\{v: v \text{ is active}\}} d(v) \]

We will show:
1. $\phi \geq 0$, and $\phi = 0$ initially.

2. A non-saturating push decreases $\phi$ by at least one.

3. A relabeling increases $\phi$ by one.

4. A saturating push increases $\phi$ by at most $2n$.

Suppose that we have shown (1) to (4). By (3) and (4) the total increase of $\phi$ is at most $2n^2 + nm2n$, since there are at most $2n^2$ relabel operations and at most $nm$ saturating pushes. By (1) the total decrease can be no larger than this. Thus, the number of non-saturating pushes can be at most $O(n^2m)$.

<table>
<thead>
<tr>
<th>Operation</th>
<th>$\Delta(\Phi)$</th>
<th>How many times?</th>
<th>Total effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>relabel</td>
<td>$\geq 1$</td>
<td>$\leq 2n^2$</td>
<td>$\leq 2n^2$</td>
</tr>
<tr>
<td>saturating push</td>
<td>$\leq 2n$</td>
<td>$\leq nm$</td>
<td>$\leq 2n^2m$</td>
</tr>
<tr>
<td>non-saturating push</td>
<td>$\leq -1$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It remains to show (1) to (4). (1) is obvious. For (2) we observe that a non-saturating push deactivates a node. It may or may not activate a node at the level below. In either case, $\phi$ decreases by at least one. For (3) we observe that a relabeling of $v$ increases $d(v)$ by one and for (4) we observe that a saturating push may activate a node and that all distance labels are bounded by $2n$.

**Pushing Excess Out of a Node:** Let $v$ be a node with positive excess. We want to push flow out of $v$ along eligible edges. An edge $e \in G_f$ is either also an edge of $G$ (and then $f(e) < c_e$) or the reversal of an edge of $G$ (and then $f(\text{rev}(e)) > 0$). We therefore iterate over all edges out of $v$ and all edges into $v$. For each edge out of $v$ we push $\max(\text{excess}(v), c_e - f_e)$. If a push decreases the excess of $v$ to zero we break from the loop. However this implementation yields a degree-factor in the running time which is easily removed by means of the so called current edge data structure. We maintain for each node $v$ an edge pointer $\text{currentEdge}$ to its sequence of outgoing edges in $G_f$ such that all edges preceding this pointer in $v$ adjacency list are not eligible. Recall that an edge $(v, w)$ is eligible if the layer of $w$ is one less than the layer of $v$ and that no edge goes down more that one layer. Thus relabeling $w$ cannot make $(v, w)$ eligible, and reversing an edge in an augmentation cannot make the edge eligible (because all edges in the augmenting path go from lower layers to higher layers after the augmentation). Only relabeling $v$ can make an edge out of $v$ eligible. With these observations it is easy to maintain the invariant that all edges preceding currentEdge in $v$’s adjacency list are not eligible: When $v$ is relabel we reset the currentEdge pointer. This yields the following Lemma.

**Lemma 12**
Total cost for searching $\leq \sum_{v \in V} 2n \cdot \text{degree}(v) = 4nm = O(nm)$
Theorem 13
The arbitrary preflow-push algorithm finds a maximum flow in time $O(n^2m)$.

Proof.
Lemma 8 gives us partial correctness. The time for initialization is bounded through $O(n + m)$. To maintain a set of active nodes we use for example a stack or a FIFO and we use reverse edge pointers to implement push. Lemma 9 bounds the number of relabel operations to $2n^2$. The saturating pushes are less or equal than $nm$ (Lemma 10) and the non-saturating pushes are in $O(n^2m)$ (Lemma 11). Lemma 12 states the overall search time for eligible edges is in $O(nm)$. Summing up yields a total time which is in $O(n^2m)$. There are multiple ways to improve this running time. The first one is the FIFO-rule: The active nodes are kept in a queue and the first node in the queue is always selected. When a node is relabeled or activated the node is added to the rear of the queue. The number of non-saturating pushes is $O(n^3)$ when the FIFO-rule is uses. This bound is due to Goldberg.

Another variant follows the Highest Level-rule: An active node on the highest level, i.e., with the maximal dist-value, is selected. Observe that when a maximal level active node is relabeled, it will be the unique maximal active node after the relabel. Thus, this rule guarantees that when a node is selected, pushes out of the node will be performed until the node becomes inactive. The number of non-saturating pushes is $O(n^2\sqrt{m})$ when the Highest Level-rule is uses. This rule can be implemented using a bucket priority queue.

Lemma 14
When the Highest Level-rule is used, the number of non-saturating pushes is $O(n^2\sqrt{m})$.

Proof.
Again we use a potential function argument. Let $K = \sqrt{m}$; this choice of $K$ will become clear at the end of the proof. For a node $v$, let

$$d'(v) := \frac{|\{w : d(w) \leq d(v)\}|}{K}$$

which basically is the scaled number of dominated nodes. We consider

$$\Phi := \sum_{\{v : v is active\}} d'(v)$$

as potential function. We split the execution into phases. We define a phase to consist of all pushes between two consecutive changes of

$$d^* := \max \{d(v) : v is active\}$$

and call a phase expensive if it contains more than $K$ non-saturating pushes, and cheap otherwise. We show:
1. \( \leq 4n^2 \) phases and \( \leq 4n^2K \) non-saturating pushes in all cheap phases together

2. \( \Phi \geq 0 \) always, \( \Phi \leq n^2/K \) initially (obvious)

3. a relabel or saturating push increases \( \Phi \) by at most \( n/K \).

4. a non-saturating push does not increase \( \Phi \).

5. an expensive phase with \( Q \geq K \) non-saturating pushes decreases \( \Phi \) by at least \( Q \).

Suppose that we have shown (1) to (5). (3) and (4) imply that the total increase of \( \phi \) is at most \( (2n^2 + mn)n/K \) and hence the total decrease can be at most this number plus \( n^2/K \) by (2). The number of non-saturating pushes in expensive phases is therefore bounded by \( (2n^3 + n^2 + mn^2)/K \). Together with (1) we conclude that the total number of non-saturating pushes is at most \( (2n^3 + n^2 + mn^2)/K + 4n^2K \).

Observing that \( n = O(m) \) and that the choice \( K = \sqrt{m} \) balances the contributions from expensive and cheap phases, we obtain a bound of \( O(n^2\sqrt{m}) \).

It remains to prove (1) to (5). For we observe that \( d^* = 0 \) initially, \( d^* \geq 0 \) always, and that only a relabel can increase \( d^* \). Thus, \( d^* \) is increased at most \( 2n^2 \) times, decreased no more than this, and hence changed at most \( 4n^2 \). Therefore the number of phases is bounded through \( 4n^2 \). This directly yields that the number of non-saturating pushes in all cheap phases together is less or equal than \( 4n^2K \). (2) is obvious. (3) follows from the observation that \( d'(v) \leq n/K \) for all \( v \) and at all times. A relabel of \( v \) can increase only the \( d' \)-value of \( v \). A saturating push on \( (u, w) \) may activate only \( w \). For (4) observe that a non-saturating push across an edge \( (v, u) \) deactivates \( v \), activates \( u \) (if it is not already active), and that \( d'(u) \leq d'(v) \) (we do not push flow away from the sink). For (5) consider an expensive phase containing \( Q \geq K \) non-saturating pushes. By definition of a phase, \( d^* \) is constant during a phase, and hence all \( Q \) non-saturating pushes must be out of nodes at level \( d^* \). The phase is finished either because level \( d^* \) becomes empty or because a node is moved from level \( d^* \) to level \( d^* + 1 \). In either case, we conclude that level \( d^* \) contains \( Q \geq K \) nodes at all times during the phase. Thus, each non-saturating push in the phase decreases \( \phi \) by at least one (since \( d'(u) \leq d'(v) - 1 \) for a push from \( v \) to \( u \)).
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5.3.1 Heuristic Improvements

What is the best case running time of the algorithm? The running time is \( \Omega(n^2) \) if \( \Omega(n) \) nodes need to be lifted above level \( n \). This is usually the case. The best case behavior of the other parts of the algorithm is \( O(m) \) and hence the cost of relabeling dominates the best case running time. In this section we will describe several heuristics that frequently reduce the time spent in relabeling nodes and as a side-effect reduce the time spent in all other operations. The heuristics will turn the preflow-push algorithm into a highly effective algorithm for solving flow problems.

**The Local Relabeling Heuristic:** The local relabeling heuristic applies whenever a node is relabeled. It increases the dist-value of \( v \) to

\[
\text{d}(v) := 1 + \min \{ \text{d}(w) : (v, w) \in G_f \}.
\]

Observe that \( v \) is active whenever it is relabeled and that an active node has at least one outgoing edge in \( G_f \). The expression above is therefore well defined. When \( v \) is relabeled none of the outgoing edges is eligible and hence \( \text{d}(w) \geq \text{d}(v) \) for all \( (v, w) \in G_f \). Thus the local relabeling heuristic increases \( \text{d}(v) \) by at least one. It may increase it by more than one. The correctness of the heuristic follows from the following alternative description: when a node is relabeled, continue to relabel it until there is an eligible edge out of it.

**The Global Relabeling Heuristic:** The global relabeling heuristic updates the distance values of all nodes. It sets \( \text{d}(v) := G_f\text{.reverseBFS}(t) \) for nodes that can reached in \( G_f \) (nodes that aren’t reachable get another \( d \)-value which is not defined here but in the LEDA book of Mehlhorn/Näher). A breadth-first search requires time \( O(m) \). It should therefore not be applied to frequently. We will apply it initially and every \( O(m) \) edge inspections. In this way \( \Omega(m) \) time is spent between applications of the global relabel heuristic and hence the worst case running time is increased by at most a constant factor. The best case can improve significantly.
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Figure 5.14: An example run of the arbitrary preflow-push algorithm (12 pushes).
The Gap Heuristic: We come to our last optimization. Consider a relabeling of a node $v$ in phase one and let $d_v$ be the layer of $v$ before the relabeling. If the layer $d_v$ becomes empty by the relabeling of $v$, then $v$ cannot reach $t$ anymore in $G_f$ after the relabeling, since any edge crossing the now empty layer would be steep. If $v$ cannot reach $t$ in $G_f$ then no node reachable from $v$ in $G_f$ can reach $t$. We may therefore move $v$ and all nodes reachable from $v$ to layer $n$ whenever the old layer of $v$ becomes empty by relabeling of $v$. This is called the gap heuristic.

5.3.2 Experimental Results

In this section we present experimental results for the different algorithms and configurations we have seen. We use four classes of graphs:

- Random: $n$ nodes, $2n + m$ edges; all edges $(s, v)$ and $(v, t)$ exist
- Cherkassky and Goldberg (1997) (two graph classes)
- Ahuja, Magnanti, Orlin (1993)

Timings: Random Graphs

<table>
<thead>
<tr>
<th>Rule</th>
<th>BASIC</th>
<th>HL</th>
<th>LRH</th>
<th>GRH</th>
<th>GAP</th>
<th>LEDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>FF</td>
<td>5.84</td>
<td>6.02</td>
<td>4.75</td>
<td>0.07</td>
<td>0.07</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>33.32</td>
<td>33.88</td>
<td>26.63</td>
<td>0.16</td>
<td>0.17</td>
<td>—</td>
</tr>
<tr>
<td>HL</td>
<td>6.12</td>
<td>6.3</td>
<td>4.97</td>
<td>0.41</td>
<td>0.11</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>27.03</td>
<td>27.61</td>
<td>22.22</td>
<td>1.14</td>
<td>0.22</td>
<td>0.16</td>
</tr>
<tr>
<td>MF</td>
<td>5.36</td>
<td>5.51</td>
<td>4.57</td>
<td>0.06</td>
<td>0.07</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>26.35</td>
<td>27.16</td>
<td>23.65</td>
<td>0.19</td>
<td>0.16</td>
<td>—</td>
</tr>
</tbody>
</table>

Timings: CG1

<table>
<thead>
<tr>
<th>Rule</th>
<th>BASIC</th>
<th>HL</th>
<th>LRH</th>
<th>GRH</th>
<th>GAP</th>
<th>LEDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>FF</td>
<td>3.46</td>
<td>3.62</td>
<td>2.87</td>
<td>0.9</td>
<td>1.01</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>15.44</td>
<td>16.08</td>
<td>12.63</td>
<td>3.64</td>
<td>4.07</td>
<td>—</td>
</tr>
<tr>
<td>HL</td>
<td>20.43</td>
<td>20.61</td>
<td>20.51</td>
<td>1.19</td>
<td>1.33</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>192.8</td>
<td>191.5</td>
<td>193.7</td>
<td>4.87</td>
<td>5.34</td>
<td>3.28</td>
</tr>
<tr>
<td>MF</td>
<td>3.01</td>
<td>3.16</td>
<td>2.3</td>
<td>0.89</td>
<td>1.01</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>12.22</td>
<td>12.91</td>
<td>9.52</td>
<td>3.65</td>
<td>4.12</td>
<td>—</td>
</tr>
</tbody>
</table>
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Timings: CG2

<table>
<thead>
<tr>
<th>Rule</th>
<th>BASIC</th>
<th>HL</th>
<th>LRH</th>
<th>GRH</th>
<th>GAP</th>
<th>LEDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>FF</td>
<td>50.06</td>
<td>47.12</td>
<td>37.58</td>
<td>1.76</td>
<td>1.96</td>
<td></td>
</tr>
<tr>
<td></td>
<td>239</td>
<td>222.4</td>
<td>177.1</td>
<td>7.18</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>HL</td>
<td>42.95</td>
<td>41.5</td>
<td>30.1</td>
<td>0.17</td>
<td>0.14</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>173.9</td>
<td>167.9</td>
<td>120.5</td>
<td>0.36</td>
<td>0.28</td>
<td>0.18</td>
</tr>
<tr>
<td>MF</td>
<td>45.34</td>
<td>42.73</td>
<td>37.6</td>
<td>0.94</td>
<td>1.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>198.2</td>
<td>186.8</td>
<td>165.7</td>
<td>4.11</td>
<td>4.55</td>
<td></td>
</tr>
</tbody>
</table>

Timings: AMO

<table>
<thead>
<tr>
<th>Rule</th>
<th>BASIC</th>
<th>HL</th>
<th>LRH</th>
<th>GRH</th>
<th>GAP</th>
<th>LEDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>FF</td>
<td>12.61</td>
<td>13.25</td>
<td>1.17</td>
<td>0.06</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.74</td>
<td>58.31</td>
<td>5.01</td>
<td>0.1399</td>
<td>0.1301</td>
<td></td>
</tr>
<tr>
<td>HL</td>
<td>15.14</td>
<td>15.8</td>
<td>1.49</td>
<td>0.13</td>
<td>0.13</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>62.15</td>
<td>65.3</td>
<td>6.99</td>
<td>0.26</td>
<td>0.26</td>
<td>0.14</td>
</tr>
<tr>
<td>MF</td>
<td>10.97</td>
<td>11.65</td>
<td>0.04999</td>
<td>0.06</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>46.74</td>
<td>49.48</td>
<td>0.1099</td>
<td>0.1301</td>
<td>0.1399</td>
<td></td>
</tr>
</tbody>
</table>

FF=FIFO node selection, HL=highest level, MF=modified FIFO
HL= \(d(v) \geq n\) is special,
LRH=local relabeling heuristic, GRH=global relabeling heuristics

Asymptotics, \(n \in \{5000, 10000, 20000\}\)

<table>
<thead>
<tr>
<th>Gen</th>
<th>Rule</th>
<th>GRH</th>
<th>GAP</th>
<th>LEDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>rand</td>
<td>FF</td>
<td>0.16</td>
<td>0.41</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>HL</td>
<td>1.47</td>
<td>4.67</td>
<td>18.81</td>
</tr>
<tr>
<td></td>
<td>MF</td>
<td>0.17</td>
<td>0.36</td>
<td>1.06</td>
</tr>
<tr>
<td>CG1</td>
<td>FF</td>
<td>3.6</td>
<td>16.06</td>
<td>69.3</td>
</tr>
<tr>
<td></td>
<td>HL</td>
<td>4.27</td>
<td>20.4</td>
<td>77.5</td>
</tr>
<tr>
<td></td>
<td>MF</td>
<td>3.55</td>
<td>15.97</td>
<td>68.45</td>
</tr>
<tr>
<td>CG2</td>
<td>FF</td>
<td>6.8</td>
<td>29.12</td>
<td>125.3</td>
</tr>
<tr>
<td></td>
<td>HL</td>
<td>0.33</td>
<td>0.65</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>MF</td>
<td>3.86</td>
<td>15.96</td>
<td>68.42</td>
</tr>
<tr>
<td>AMO</td>
<td>FF</td>
<td>0.12</td>
<td>0.22</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>HL</td>
<td>0.25</td>
<td>0.48</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>MF</td>
<td>0.11</td>
<td>0.24</td>
<td>0.5</td>
</tr>
</tbody>
</table>
5.4 Minimum Cost Flows

The idea of augmenting paths extends to a more general network flow problem. We define \( G = (V, E) \), \( f \), excess, and \( c \) as for maximum flows. Let \( \text{cost} : E \to \mathbb{R} \) denote the edge costs per unit of flow in addition to a capacity. Consider further supply : \( V \to \mathbb{R} \) with \( \sum_{v \in V} \text{supply}(v) = 0 \). A negative supply is called a demand. The cost of a flow \( f \) is \( \text{cost}(f) := \sum_{e \in E} f(e) \text{cost}(e) \). A flow is minimum cost if among all flows of the same value it has minimum costs. The minimum cost flow problem is that of finding a maximum flow of minimum cost. The min-cost flow problem is as follows:

\[
\text{minimize } \sum_{e \in E} f(e) \text{cost}(e)
\]

subject to:
\[
\begin{align*}
\forall v \in V : \text{excess}(v) &= -\text{supply}(v) & \text{// flow conservation constraints} \\
\forall e \in E : f(e) &\leq c(e) & \text{// capacity constraints}
\end{align*}
\]

Cycle Canceling Algorithm for Min-Cost Flow

To propose the algorithm we first need to define residual cost: For \( e \in E \), we set \( \text{cost}_f(e) = \text{cost}(e) \) (edge exists in \( G_f \) iff \( f(e) < c(e) \)), and we set \( \text{cost}_f(\text{reverse}(e)) = -\text{cost}(e) \) (edge exists in \( G_f \) iff \( f(e) > 0 \)).

**Lemma 15**

A feasible flow is optimal iff \( \not\exists \text{ cycle } C \in G_f : \text{cost}_f(C) = \sum_{e \in C} \text{cost}_f(e) < 0 \)

**Proof.**

Not here (see [3], p. 307)

We now propose the algorithm which has pseudo-polynomial running time:

\[
f := \text{any feasible flow}
\]

\text{invariant } f \text{ is feasible}

\text{while } \exists \text{ cycle } C : \text{cost}_f(C) < 0 \text{ do}

\text{augment flow around } C

Figure 5.15: The cycle canceling algorithm.

But how do we compute a feasible flow? We can do this using maximum flow algorithms and the following construction: First we set up a maximum flow network \( G^* \) starting with the min cost flow problem \( G \):
5.4. MINIMUM COST FLOWS

- Add a vertex $s$
- $\forall v \in V$ with supply$(v) > 0$, add edge $(s, v)$ with cap. supply$(v)$
- Add a vertex $t$
- $\forall v \in V$ with supply$(v) < 0$, add edge $(v, t)$ with cap. $-\text{supply}(v)$
- find a maximum flow $f$ in $G^*$

If $f$ saturates the edges leaving $s$ then $f$ is feasible for $G$. Otherwise there cannot be a feasible flow $f'$ because $f'$ could easily be converted into a flow in $G^*$ with larger value.

**Lemma 16 (Integrality Property)**

*If all edge capacities are integral then there exists an integral minimum cost flow.*

**Proof.**

Exercise.

There are better algorithms to solve the problem:

**Theorem 17**

*The min-cost flow problem can be solved in time $O(mn \log n + m^2 \log \max_{e \in E} c(e))$.*

**Proof.**

For details take the courses in optimization or network flows.

**Special Cases of Min Cost Flows**

**Transportation Problem:** The transportation problem is a special case of the minimum cost flow problem with the property that the node set $V$ is partitioned into two subsets $V_1$ and $V_2$ (of possibly unequal cardinality) so that (1) each node in $V_1$ is a supply node, (2) each node in $V_2$ is a demand node, (3) each edge starts in $V_1$ and ends in $V_2$. We further have $\forall e \in E : c(e) = \infty$. The classical example of this problem is the distribution of goods from warehouses to customers. In this context the nodes in $V_1$ represent the warehouses, the nodes in $V_2$ represent customers (or, more typically, customer zones), and an edge $(u,v)$ represents a distribution channel from warehouse $u$ to customer $v$.

**Minimum Cost Bipartite Perfect Matching:** The transportation problem can be used to solve the Minimum Cost Bipartite Perfect Matching. We therefore formulate a transportation problem in a bipartite graph $G = (A \cup B, E \subseteq A \times B)$ with $\text{supply}(v) = 1$ for $v \in A$, $\text{supply}(v) = -1$ for $v \in B$. An integral flow defines a matching. Reminder: $M \subseteq E$ is a matching if $(V, M)$ has maximum degree one.
5.5 Matching Problems

A matching in a graph \( G = (V, E) \) is a set of edges with the property that every node is incident to at most one edge in the set; thus a matching induces a pairing of (some of) the nodes in the graph using the edges in \( E \). In a matching, each node is matched with at most one other node, and some nodes might not be matched with any other node. The matching problem seeks a matching that optimizes some criteria. Matching problems on bipartite graphs are called bipartite matching problems, and those on non-bipartite graphs are called nonbipartite matching problem. There are two additional ways of categorizing matching problems: cardinality matching problems, which maximize the number of pairs of nodes matched, and weighted matching problems which maximize or minimize the weight of the matching (Find a matching \( M^* \) such that \( w(M^*) := \sum_{e \in M^*} w(e) \) is maximized). Applications of matching problems arise in matching roommates to hostels, matching pilots to compatible airplanes, scheduling airline crews for available flight legs, and assigning duties to bus drivers.

**Theorem 18**

A maximum weighted matching can be found in time \( O(m + n^2 \log n) \). [Gabow 1992]

**Proof.**

Not here.

**Theorem 19**

There is an \( O(m) \) time algorithm that finds a matching of weight at least \( \max_{\text{matching}} M w(M)/2 \). The algorithm is a 1/2-approximation algorithm [27].

**Proof.**

The algorithm is as follows:

\[
M' := \emptyset
\]

**Invariant** \( M' \) is a set of simple paths

while \( E \neq \emptyset \) do

select any \( v \in V \) with \( \text{degree}(v) > 0 \) // select a starting node

while \( \text{degree}(v) > 0 \) do

\((v, w) := \text{heaviest edge leaving } v\) // extend path greedily

\( M' := M' \cup \{(v, w)\} \) // (*)

remove \( v \) from the graph

\( v := w \)

return any matching \( M \subseteq M' \) with \( w(M) \geq w(M')/2 \)

// one path at a time, e.g., look at the two ways to take every other edge.
5.5. MATCHING PROBLEMS

We now have to prove the approximation ratio: Let $M^*$ denote a maximum weight matching. It suffices to show that $w(M') \geq w(M^*)$. Therefore we assign each edge to that incident node that is deleted first. Now all $e^*$ in our maximum weight matching $M^*$ are assigned to different nodes (otherwise it wouldn’t be a matching). Consider any edge $e^* \in M^*$ and assume it is assigned to node $v$. Since $e^*$ is assigned to $v$, it was available in line (*), i.e. it could have been selected in this line. Hence, there is an edge $e \in M'$ assigned to $v$ with $w(e) \geq w(e^*)$.

Lemma 20

There is an $O(m \log \frac{1}{\epsilon})$ time algorithm that computes a $\frac{2}{3} - \epsilon$-approximation of the maximum weight matching problem [69].

Proof.
The algorithm is as follows.

\begin{algorithm}
\textbf{M} := \emptyset \\
\textbf{repeat} \ \Theta(n \log \frac{1}{\epsilon}) \ \text{times:} \\
\textbf{Let } X \ \in V(G) \ \text{be selected uniformly at random} \\
\textbf{M} := M \oplus \text{aug}(X) \\
\textbf{return } M \\
\end{algorithm}

For more details look into the paper.

5.5.1 Maximum Cardinality Bipartite Matching

As introduced in the beginning of this Section a maximum cardinality matching is a matching of maximum size. We now consider the problem of finding a maximum cardinality matching in a given bipartite graph $G = (L \cup R, E)$. It turns out that this problem can be reduced to a unit network max-flow problem. The construction is as follows:

\[ G' = (\{s\} \cup L \cup R \cup \{t\}, \{(s, u) : u \in L\} \cup E_{L \rightarrow R} \cup \{(v, t) : v \in R\}). \]
Chapter 5. Maximum Flows and Matchings

Here $E_{L \to R}$ are all edges $E$ directed from $L$ to $R$. The capacity of every edge is set to one. First notice that if $G$ has a matching of size $k$ then $G'$ has a flow of value $k$. To see this let $M$ be a matching of size $k$. Now we construct a flow that sends one unit along each edge in $M$. This flow has value $k$.

On the other hand if $G'$ has a flow of value $k$ then $G$ has a matching of size $k$. To prove this consider a flow $f$ of value $k$. First observe that $f$ is an integral flow. Thus each edge has flow 1 or 0. Consider the set $M$ of edges from $L$ to $R$ that have flow 1. $M$ has $k$ edges because the value of the flow is equal to the number of non-zero flow edges crossing the cut $(L \cup \{s\}, R \cup \{t\})$. Furthermore, each vertex has at most one edge in $M$ incident upon it (since all edges have capacity 1).

Thus, to find a maximum cardinality matching in $G$, we construct $G'$, find the maximum flow in $G'$ and construct the matching $M$ as above. To solve the unit network max-flow problem $G'$ we can use Dinitz algorithm which yields a $O((n + m)\sqrt{n})$ algorithm for the maximum cardinality bipartite matching problem.

5.6 Book References

This chapter is largely based on Mehlhorn et. al. [61] as well as Ahuja et. al. [3].
Chapter 6

Randomized Algorithms

Algorithms that make random choices during their execution are called randomized algorithms. In contrast, algorithms not using randomization are called deterministic. Formally, randomized algorithms can be described using a deterministic RAM (random access model) with an additional instruction as machine model. The instruction \( R_i := \text{randInt}(C) \) assigns a random integer between 0 and \( C - 1 \) to \( R_i \) and runs in one time unit.

Note that true randomness cannot be generated by a deterministic machine like our current consumer machines. Nevertheless, there exists a multitude of pseudo-random generators producing random numbers that even suffice for cryptographic purposes (e.g. B.B.S. \[10\], Mersenne twister \[52, 53\]). Furthermore, dedicated hardware can be applied to obtain true random numbers with the use of physical phenomena (e.g. quantum effects, thermal noise, clock drift).

One or more properties of a randomized algorithm have to be described with random variables. Usually, the running time, the error probability or both are said random variables. Depending on which, we classify randomized algorithms in two main varieties:

**Monte Carlo** A Monte Carlo algorithm has a deterministic asymptotic runtime. But it can produce an incorrect result with a small probability \( p \). Repeating the algorithm \( k \) times, the probability of failure can be quickly decreased down to \( p^k \). This technique is called probability boosting.

**Las Vegas** A Las Vegas algorithm always produces a correct result. But the asymptotic runtime of the algorithm is a random variable. Examples for this kind of algorithms include quicksort and hashing.

A Monte Carlo algorithm can always be transformed into a Las Vegas algorithm by repeated executions until a correct result is achieved. The efficiency of this procedure depends on time required to verify the correctness of a result.
This course gives an overview of several interesting randomized algorithms. It is not intended to be a formal introduction into the field of randomized algorithms. The course “Randomisierte Algorithmen” by Thomas Worsch hold in winter term provides a more thorough overview of this subject.

6.1 Sorting

Given a sorting algorithm, it is easy to quickly verify whether it produces a sorted output. It is more complicated and time consuming to verify whether the output is a permutation of the input. Randomized algorithms help us to check the latter property in linear time with high probability.

We say that a sequence \( s = \langle e_1, \ldots, e_n \rangle \) is a permutation of \( s' = \langle e'_1, \ldots, e'_n \rangle \) if and only if the polynomial

\[
q(z) := n \prod_{i=1}^{n} (z - \text{field(key}(e_i))) - \prod_{i=1}^{n} (z - \text{field(key}(e'_i)))
\]

is identically zero (here, \( \text{field} : \text{Key} \to F \) denotes an injective mapping of the key domain of the elements Key to a field \( F \)). Evidently, the polynomial is identically zero if \( s \) is a permutation of \( s' \) as both products consist of the same linear terms. Otherwise, there exist \( m \geq 1 \) linear terms in each product that do not occur in the other. Since they can never be identically equal, the polynomial cannot be identically zero if \( s \) is not a permutation of \( s' \).

Note that the polynomial has maximum degree \( n \). Thus, it is either identically zero, or it has at most \( n \) zeros. If it is not identically zero and it is evaluated at a random position \( z \in F \), the probability to obtain a zero is at most

\[
\mathbb{P} [q \neq 0 \wedge q(x) = 0] \leq \frac{n}{|F|}.
\]

With this knowledge we can formulate a randomized algorithm to verify whether \( s \) is a permutation of \( s' \): First, construct polynomial \( q(\cdot) \). Then, evaluate \( q(\cdot) \) at a random position \( z \in F \). If the result equals zero, \( s \) is a permutation of \( s' \) with a probability of \( 1 - \frac{n}{|F|} \). The algorithm runs in linear time as a polynomial can be evaluated in linear time. The proposed algorithm is a Monte Carlo algorithm.

Note that the choice of field \( F \) and of the injective function \( \text{field}(\cdot) \) are still open and have to be considered by an actual implementation. As exercise, consider what would be a good choice for both of them.
6.2 Hashing

Let us first recapitulate the general notion of hashing before delving into more complex hashing methods. Hashing was first described by Dumey [28] and emerged in the 1950s as a space efficient heuristic for fast retrieval of keys in sparse tables. A survey of the most important classical hashing methods is given by Knuth in [48].

Hash tables are an implementation of the abstract data structure associative array, or dictionary. An associative array $S$ stores a set of elements and supports the operations insert, remove and lookup. Usually, each element $e$ has an associated unique key $key(e) \in Key$ by which it is identified. We omit this indirection below for clarity of description.

The basic hash table implementation of an associative arrays is simple. We use a hash function $h$ to map our elements to a small range $0..m - 1$ of integers. These values are used as indices into a hash table $T$ of size $m$ that stores the values. Ideally, $m$ should be close to the number of elements we want to store $n = |S|$, so that we waste only little space.

If our hash function $h$ maps distinct elements to the same table entry, we say that the elements collide. The strategy by which collisions are resolved or avoided is subject of the individual hashing methods. Hashing with chaining, linear probing and double hashing are some of the most common methods. These methods guarantee expected constant time for the three supported operations and require $O(n)$ space.

6.2.1 Perfect Hashing

As the name suggests, perfect hashing allows for hashing without collisions. This property lets perfect hashing guarantee worst-case constant time for lookup and remove in contrast to the previously mentioned methods that could only guarantee expected constant time. To avoid collisions, an injective hash function $h$ is required. Evaluation of $h$ must be possible in constant time to guarantee constant time for lookup and remove. In addition, fast construction of the hash function and small representation are desirable. Perfect hashing is explained in more detail in Chapter 4.5 of [62].

Space Requirements. Regarding hashing methods, we have to consider two notions of space requirements. First, we are concerned about the space required to store $n$ elements of a universe of size $u$. Then, there is the space needed to represent a hash function that maps $n$ elements to $m$ positions in a hash table.

The information theoretical minimum for storing a subset of $n$ elements of a universe of size $u$ is $\lceil \log \binom{u}{n} \rceil$ bits as there are $\binom{u}{n}$ distinct subsets of size $n$. This constitutes the lower bound for representing a hash table without associated
information. For all practical purposes, this limit has been reached in the previous years. In 1999, Brodnik and Munro [14] presented a solution that only required \((1 + o(1))\) times the minimum amount of space and offered constant evaluation time. Three years later, Raman et al. [75] reached similar results with smaller \(o(\cdot)\) factors and added functionality in the form of constant time rank and select operations. Note that both approaches cannot be easily extended to work with additional information associated to each element.

Representing a simple hash function like \(h(x) = a \cdot x + c \mod n\) requires only two integer values. Perfect hash functions however need much more space. In particular, it was shown that the information theoretical minimum is about \(1.44n^2/m\) bits. Recently, Botelho et al. presented a linear time algorithm for constructing such a hash function that comes within a factor of two of this bound and that can be evaluated in constant time. Previous near space-optimal approaches either fulfilled this optimality only asymptotically for very large \(n\) or required exponential construction time. The construction procedure can be found in [12].

**Fast Space Efficient Hashing.** In general we would like to store \(n\) elements with associated information using little extra space, i.e. \((1+\varepsilon)n\) times the space required for one element. In addition, all important operations (lookup, insert, remove) should run efficiently, preferably in constant time. Considering this scenario, the expected time of a lookup operation is \(E[T_{\text{lookup}}] \approx \frac{1}{2^{\varepsilon^2}}\) with linear probing [20]. The lower bound however was shown to be as small as \(E[T_{\text{lookup}}] \approx \log \frac{1}{\varepsilon}\). It is reached by several hashing methods, e.g. uniform hashing [90]. This approach uses a hash function that yields not only one position in the hash table but a permutation of all \(m\) positions. These positions are tested sequentially to find the first available place for insertion or for locating an element.

Note that analyses of hashing methods usually assume that fully random hash functions are available for free. At first, it is not evident that this assumption is always true. But Dietzfelbinger and Weidling show it to be reasonable by presenting a practical workaround to this problem in [26].

**Dynamic Perfect Hashing.** Until now, we have only considered static hashing, i.e. we know in advance how many elements we want to store. In the dynamic case, this information is not available and a hash table needs to shrink or grow as necessary. Naturally, these operations should take little time or happen rarely.

Dynamic perfect hashing has been analyzed by Dietzfelbinger et al. in [25]. They propose an approach that requires space proportional to the number of elements stored. Lookup operations can be performed in worst-case constant time and insert and remove operations take amortized constant time using a randomized algorithm. Unfortunately, the constant factor is not small.
6.3 CUCKOO HASHING

An interesting hashing method called cuckoo hashing was introduced by Pagh and Rodler in 2001 [68]. A very good introduction aimed at undergraduate students with little algorithmic background was given by Pagh in [72].

Basic cuckoo hashing uses a hash table of size $2(1 + \varepsilon)n$ to store $n$ elements, i.e. it has a space overhead of factor 2. Two hash functions $h_1(\cdot)$ and $h_2(\cdot)$ are applied to store an element. Truely random hash functions with constant evaluation time are assumed. Lookup operations simply check the hash table in both positions provided by the hash function and, thus, work in worst-case constant time. Removal of elements works similarly. The insert operation is more interesting: If element $x$ is to be inserted and not already in the hash table, position $h_1(x)$ is tested. If this position is already occupied by element $y$, $x$ replaces $y$ (just like a European cuckoo swaps his egg with another one in a nest). Then, $y$ is inserted at $h_2(y)$. If this position is also occupied, the procedure repeats. As this approach might loop infinitely, it is terminated after $MaxLoop$ iterations and the hash table is rehashed with two new hash functions before the currently free element is inserted again. The expected insertion time is constant without rehashing. Rehashing occurs with probability $P[\text{rehash necessary}] = 1/n$ and takes $O(n)$ time. Thus, the amortized insertion time is $O(1)$. Pseudocode for the three operations lookup, insert and remove is presented below.

Note that the original work of Pagh and Rodler assumes two distinct hash tables $T_1$ and $T_2$ of size $(1 + \varepsilon)n$, one for each hash function. This setup offers the same general properties as the one we described here.

Procedure lookup($x$)
\begin{align*}
\text{return } T[h_1(x)] == x \lor T[h_2(x)] == x
\end{align*}

Procedure insert($x$)
\begin{align*}
\text{if } \text{lookup}(x) \text{ then return} \\
\text{loop } n \text{ times} \\
\text{if } T[h_1(x)] == \text{empty} \text{ then} \\
\quad T_1[h_1(x)] = x \\
\quad \text{return} \\
\quad \text{swap}(x, T[h_1(x)]) \\
\text{if } T[h_2(x)] == \text{empty} \text{ then} \\
\quad T_2[h_2(x)] = x \\
\quad \text{return} \\
\quad \text{swap}(x, T[h_2(x)]) \\
\text{rehash()} \\
\text{insert}(x)
\end{align*}
The stated runtime guarantees of `insert` remain to be proven. We refer to [68] and [72] for an extensive proof. Here, we only show how to detect if a rebuild is needed. For this purpose, we represent the state of the hash table with a graph model. In this *cuckoo graph* a node corresponds to a position in the hash table. Edges denote elements stored in the hash table. There is an edge between two nodes \((h_1(x), h_2(x))\) if element \(x\) is stored in the hash table. The edge is directed outgoing from the position currently occupied by \(x\). Figure 6.1 depicts a sample cuckoo graph.

![Cuckoo Graph Example](image)

**Figure 6.1**: The upper image depicts the hash table enriched by edges showing the alternate position of each element. The lower image gives the actual cuckoo graph representation. Each position in the hash table corresponds to a node in the cuckoo graph. Table positions with no edges are omitted for clarity. Directed edges denote stored elements and the direction shows the position to which the element moves if tossed out. Inserting a new element in the position currently occupied by \(S\) would not succeed, as \(S\) is part of a cycle (together with \(T, U\)). The new element would be kicked out again. Inserting a new element in the position of \(A\) would work. \(A\) would move to the position of \(B\) and \(B\) to the vacant position next to \(T\).

**Lemma 21**
*Inserting a new element \(x\) requires a rehash iff the component containing \(h_1(x)\) and \(h_2(x)\) in the cuckoo graph contains more edges than nodes.*
Proof.
Trying to insert a new element $x$ generates an edge $(h_1(x), h_2(x))$ in the cuckoo graph. Let this edge have an arbitrary orientation. Following, $C$ denotes the component containing $h_1(x)$ and $h_2(x)$.

If-part. If there are more edges than nodes in $C$, there always exists at least one node with two outgoing edges. This signifies that two elements are stored in the same table position. This is not possible in our hash table. Thus, a rehash is required. Note that switching elements to their alternate position only flips the corresponding edge, retaining the same problem as above.

Only-if-part. If there are no more edges than nodes in $C$, there always exist a configuration of edge orientations so that no node has two outgoing edges. This represents a viable occupation of the hash table. Thus, no rehash is required. □

Taking results from random graph theory (see Section 6.4 for a brief introduction), we can quantify the probability of a graph configuration as in Lemma 21. This leads to the afore mentioned probability $P[\text{rehash necessary}] = 1/n$ for requiring to rehash the table after inserting a new element.

### 6.3.1 Space Efficient Cuckoo Hashing

Since its introduction in 2001, there have been made several improvements to cuckoo hashing. Here, we focus on two contributions that extend the idea of cuckoo hashing and reduce its space requirements. The work of Fotakis et al. [31] discusses the effect of using $d > 2$ hash functions ($d$-ary cuckoo hashing), while Dietzfelbinger and Weidling [26] allow $d$ elements to be stored as a block in each table entry (blocked cuckoo hashing). Both approaches effectively halve the required space down to a table size of $(1 + \varepsilon)n$ entries for $n$ nodes. They still support lookup and remove in worst-case constant time $O(d)$ with $d = O(\log \frac{1}{\varepsilon})$ and insertion in expected constant time $O(\frac{1}{\varepsilon})$.

In the event of a collision during an insert operation, basic cuckoo hashing only has one choice in the beginning when element $e$ is first inserted. One can switch $e$ with the element at either position $h_1(e)$ or $h_2(e)$. Subsequent switches are determined by this initial choice. Contrary to this, both new approaches have multiple choices to resolve collisions in each step. Two obvious strategies to handle these options are random walk and BFS (breadth first search). The first strategy randomly switches the to be inserted element with one of the already inserted and conflicting elements. Then it tries to insert this new element. If not succesful, the process is repeated for a maximum number of steps. The second strategy systematically explores all possibilities for switching elements. This approach terminates if the search space grows too large. In general, it switches less elements but requires more bookkeeping.
Both approaches offer the same asymptotic runtimes but blocked cuckoo hashing turned out to be the faster approach in implementation. This can be attributed to its more cache-efficient memory access pattern. While $d$-ary cuckoo hashing requires up to $d$ random memory accesses for each element, blocked cuckoo hashing requires at most two – at least if all elements in one table entry fit into a single cache line.

We complete the subject with a discussion of the cost of an insert operation using $d$-ary cuckoo hashing. Shown in Figure 6.2 is the average number of comparisons when inserting a new element into a hash table at different fill levels. We see that for sparsely populated hash tables the first chosen position can almost always be directly taken. For basic or 2-ary cuckoo hashing the required number of comparisons grows quickly with increasing values of $d$ and a sharp threshold at a 50% filled hash table. Thus, on average an insert operation will not succeed on an at least half-filled hash table. This implies that a 2-ary cuckoo hash table requires twice as much space as needed for the elements. Fortunately, the threshold quickly approaches 100% for increasing values of $d$. We conclude that using at least $d > 3$ hash functions yields short insertion times with little space overhead.

Figure 6.2: Average number of comparisons of an insert operation using $d$-ary cuckoo hashing depending on fill level of the hash table.
6.4 Random Graph Theory

A random graph is a graph that is generated by some random process. In 1959, they were first formally defined and analyzed by Erdos and Renyi [29] and independently by Gilbert [33]. Following, we consider the Erdos Renyi model by its namesakes for generating random graphs.

Let $G(n, m)$ be the set of all topological different graphs with $n$ nodes and $m$ edges. Choosing a graph $G$ at random from this set is equal to constructing a graph with $n$ nodes by placing $m$ edges between them at random with equal probability, independently of the other edges. Random graphs that follow this construction model have certain properties with high probability. Particularly interesting is the evolution of connected component sizes with increasing number of edges $m$:

- $m < (1 - \varepsilon)n/2$: trees and pseudotrees of size $O(\log n)$
- $m > (1 + \varepsilon)n/2$: one large component of size $\Theta(n)$
- $m > (1 + \varepsilon)n\ln n/2$: one single component

We can see that there is a fundamental state transition at $m \approx n/2$. Below this threshold, only small components exist w.h.p. whereas above this value almost the entire graph is connected w.h.p. This phenomenon is called sudden emergence.

6.5 Book References

This chapter uses excerpts of Mehlhorn et. al. [62] (Chapters 2.8, 4.5) and Motwani et. al. [66] (Chapter 1.2) as well as the referenced papers.

\[\text{1} \text{henceforth w.h.p., and in this context meaning "with probability greater than } 1 - O\left( \frac{1}{\sqrt{n}} \right) \text{."} \]
Chapter 7

External Algorithms

This chapter is mainly based on lecture notes on “Algorithm Engineering” by Felix Putze and Peter Sanders.

7.1 Introduction

Massive data sets arise naturally in many domains. Spatial data bases of geographic information systems like GoogleEarth and NASA’s World Wind store terabytes of geographically-referenced information that includes the whole Earth. In computer graphics one has to visualize huge scenes using only a conventional workstation with limited memory. Billing systems of telecommunication companies evaluate terabytes of phone call log files. One is interested in analyzing huge network instances like a web graph or a phone call graph. Search engines like Google and Yahoo provide fast text search in their data bases indexing billions of web pages. A precise simulation of the Earth’s climate needs to manipulate with petabytes of data. These examples are only a sample of numerous applications which have to process huge amount of data.

For economical reasons, it is not feasible to build all of the computer’s memory of the fastest type or to extend the fast memory to dimensions that could hold all relevant data. Instead, modern computer architectures contain a memory hierarchy of increasing size, decreasing speed and costs from top to bottom: On top, we have the registers integrated in the CPU, a number of caches, main memory and finally disks, which are often referenced as external memory as opposed to internal memory.

The internal memories of computers can keep only a small fraction of the large data sets. During processing applications need to access the external memory (e. g. hard disks) very frequently. One such access can be about $10^6$ times slower than a main memory access. Therefore, disk accesses (I/Os) become the main bottleneck.
The reason for this high latency is the mechanical nature of the disk access. Figure 7.1 shows the schematic construction of a hard disk. The time needed for finding the data position on the disk is called seek time or (seek) latency and averages to about 3-10 ms for modern disks. The seek time depends on the surface data density and the rotational speed and can hardly be reduced because of the mechanical nature of hard disk technology, which still remains the best way to store massive amounts of data. Note that after finding the required position on the surface, the data can be transferred at a higher speed which is limited only by the surface data density and the bandwidth of the interface connecting CPU and hard disk. This speed is called sustained throughput and achieves up to 80 MByte/s nowadays. In order to amortize the high seek latency one reads or writes the data in chunks (blocks). The block size is balanced when the seek latency is a fraction of the sustained transfer time for the block. Good results show blocks containing a full track. For older low density disks of the early 90's the track capacities were about 16-64 KB. Nowadays, disk tracks have a capacity of several megabytes.

Operating systems implement the so-called virtual memory mechanism that provides an additional working space for an application, mapping an external memory file (page file) to virtual main memory addresses. This idea supports the Random Access Machine model in which a program has an infinitely large main memory with uniform random access cost. Since the memory view is unified in operating systems supporting virtual memory, the application does not know where its working space and program code are located: in the main memory or (partially) swapped out to the page file. For many applications and algorithms with non-linear access pattern, these remedies are not useful and even counterproductive: the swap file is accessed very frequently; the data code can be swapped out in favor of data.
blocks; the swap file is highly fragmented and thus many random input/output operations (I/Os) are needed even for scanning.

7.2 The external memory model

If we bypass the virtual memory mechanism, we cannot apply the RAM model for analysis anymore since we now have to explicitly handle different levels of memory hierarchy, while the RAM model uses one large, uniform memory.

Several simple models have been introduced for designing I/O-efficient algorithms and data structures (also called external memory algorithms and data structures). The most popular and realistic model is the Parallel Disk Model (PDM) of Vitter and Shriver, see Figure 7.2. In this model, I/Os are handled explicitly by the application. An I/O operation transfers a block of B consecutive bytes from/to a disk to amortize the latency. The application tries to transfer D blocks between the main memory of size M bytes and D independent disks in one I/O step to improve bandwidth. The input size is N bytes which is (much) larger than M. The main complexity metrics of an I/O-efficient algorithm in this model are:

- I/O complexity: the number of I/O steps should be minimized (the main metric),
- CPU work complexity: the number of operations executed by the CPU should be minimized as well.

The PDM model has become the standard theoretical model for designing and analyzing I/O-efficient algorithms.

![Vitter's I/O model with several independent disks](image-url)
There are some “golden rules” that can guide the process of designing I/O efficient algorithms: Unstructured memory access is often very expensive as it comes with 1 I/O per operation whereas we want $1/B$ I/Os for an efficient algorithm. Instead, we want to scan the external memory, always loading the next due block of size $B$ in one step and processing it internally. An optimal scan will only cost $\text{scan}(N) := \Theta\left(\frac{N}{B} \cdot \log_{M/B} \frac{N}{B}\right)$ I/Os. If the data is not stored in a way that allows linear scanning, we can often use sorting to reorder and then scan it. As we will see in section 7.4, external sorting can be implemented with $\text{sort}(N) := \Theta\left(\frac{N}{B} \cdot \log_{M/B} \frac{N}{B}\right)$ I/Os.

A simple example of this technique is the following task: We want to reorder the elements in an array $A$ into an array $B$ using a given “rank” stored in array $C$. This should be done in an I/O efficient way.

```
int[1..N] A,B,C;
for i=1 to N do A[i]:=B[C[i]];
```

The literal implementation would have worst case costs of $\Omega(N)$ I/Os. For $N = 10^6$, this would take $\approx T = 10000$ seconds $\approx 3$ hours. Using the sort-and-scan technique, we can lower this to $\text{sort}(N)$ and the algorithm would finish in less than a second:

```
SCAN C: (C[1]=17,1), (C[2]=5,2), ...
SORT(1st): (C[73]=1,73), (C[12]=2,12), ...
par SCAN : (B[1],73), (B[2],12), ...
SORT(2nd): (B[C[1]],1), (B[C[2]],2), ...
```

## 7.3 Stacks and Queues

The contents of this chapter is from the book [64].

Stacks and queues represent dynamic sets of data elements, and support operations for adding and removing elements. They differ in the way elements are removed. In a stack, a remove operation deletes and returns the set element most recently inserted (last-in-first-out), whereas in a queue it deletes and returns the set element that was first inserted (first-in-first-out).

Recall that both stacks and queues for sets of size at most $N$ can be implemented efficiently in internal memory using an array of length $N$ and a few pointers. Using this implementation on external memory gives a data structure that, in the worst case, uses one I/O per insert and delete operation. However, since we can read or write $B$ elements in one I/O, we could hope to do considerably better. Indeed this is possible, using the well-known technique of a buffer.
7.4. MULTIWAY MERGE SORT

An External Stack

In the case of a stack, the buffer is just an internal memory array of $2B$ elements that at any time contains the $k$ set elements most recently inserted, where $k \leq 2B$. Remove operations can now be implemented using no I/Os, except for the case where the buffer has run empty. In this case a single I/O is used to retrieve the block of $B$ elements most recently written to external memory.

One way of looking at this is that external memory is used to implement a stack with blocks as data elements. In other words: The “macroscopic view” in external memory is the same as the “microscopic view” in internal memory.

Returning to external stacks, the above means that at least $B$ remove operations are made for each I/O reading a block. Insertions use no I/Os except when the buffer runs full. In this case a single I/O is used to write the $B$ least recent elements to a block in external memory. Summing up, both insertions and deletions are done in $1/B$ I/O, in the amortized sense. This is the best performance we could hope for when storing or retrieving a sequence of data items much larger than internal memory, since no more that $B$ items can be read or written in one I/O. A desired goal in many external memory data structures is that when reporting a sequence of elements, only $O(1/B)$ I/O is used per element.

An External Queue

To implement an efficient queue we use two buffers of size $B$, a read buffer and a write buffer. Remove operations work on the read buffer until it is empty, in which case the least recently written external memory block is read into the buffer. (If there are no elements in external memory, the contents of the write buffer is transferred to the read buffer.) Insertions are done to the write buffer which when full is written to external memory. Similar to before, we get at most $1/B$ I/O per operation.

7.4 Multiway Merge Sort

Multiway Merge Sort is covered in [23].

We will now study another algorithm based on the concept of Merge Sort which is especially well suited for external sorting. For external algorithms, an efficient sorting subroutine is even more important than for main memory algorithms because one often tries to avoid random disk accesses by ordering the data, allowing a sequential scan.

Multiway Merge Sort first splits the data into $\lceil n/M \rceil$ runs which fit into main memory where they are sorted, see Figure 7.3. We merge these runs until only one is left. Instead of ordinary 2-way-merging, we merge $k := M/B$ runs in a
single pass resulting in a smaller number of merge phases. We only have to keep one block (containing the currently smallest elements) per run in main memory. We maintain a priority queue containing the smallest elements of each run in the current merging step to efficiently keep track of the overall smallest element. Figure 7.4 exemplifies a 4-way merging.

![Figure 7.3: Run formation](image)

![Figure 7.4: Example of 4-way merging with M = 12, B = 2](image)

Every element is read/written twice for forming the runs (in blocks of size $B$) and twice for every merging phase. Access granularity is blocks. This leads to the following (asymptotically optimal) total number of I/Os:

$$\frac{2n}{B} \left( 1 + \lceil \log_2 \# \text{runs} \rceil \right) = \frac{2n}{B} \left( 1 + \left\lceil \log_{M/B} \frac{n}{M} \right\rceil \right) := \text{sort}(n) \quad (7.1)$$

Let us consider the following realistic parameters: $B = 2\text{MB}$, $M = 1\text{GB}$. For inputs up to a size of $n = 512\text{GB}$, we get only one merging phase! In general, this is the case if we can store $\lceil n/M \rceil$ buffers (one for each run) of size $B$ in internal memory (i.e., $n \leq M^2/B$). Therefore, only one additional level can increase the I/O volume by 50%.
7.5 Internal work of Multiway Mergesort

Until now we have only regarded the number of I/Os. In fact, when running with several disks our sorting algorithm can very well be compute bound, i.e. prefetching \( D \) new blocks requires less time than merging them. We use the technique of overlapping to minimize wait time for whichever task is bounding our algorithm in a given environment. Take the following example on run formation (\( i \) denotes a run):

**Thread A:** Loop \{ wait-read \( i \); sort \( i \); post-write \( i \)\};

**Thread B:** Loop \{ wait-write \( i \); post-read \( i+2 \)\};

During initialization, runs 1 and 2 are read, \( i \) is set to 1. Thread A sorts runs in memory and writes them to disk. Thread B will wait until run \( i \) is finished (and thread A works on \( i + 1 \)) and reads the next run \( i + 2 \) into the freed space. The thread doing the more intense work will never wait for the other one.

A similar result can be achieved during the merging step: We have an I/O-thread (more, if \( D > 1 \)) and a merging-thread. Merging is I/O bound if and only if \( y > DB/2 \), where \( y \) is the number of elements merged during one I/O step\(^2\) and \( DB/2 \) is the number of elements that can be moved in and out the merger during one I/O step.

Consider the I/O bound case. We can show that the I/O thread never blocks: Consider figure [7.5]. The region in which the I/O thread would block is colored dark grey. Here, there are too few elements in the output buffers (writing them to disk would be inefficient) and the prefetch and merge buffers are still full. The blocking region can only be reached from the light grey areas: Merge \( y \) elements into the output buffers and either refill overlap buffers with \( DB \) elements\(^3\) elements (left arrow) or write \( DB \) items from the output buffers to disk (right arrow). But these two areas themselves cannot be reached at all by the two possible operations; therefore, the I/O thread never blocks.

Analogously, the merging thread does not block in the compute bound case. Here we have two zones of possible blocking: More than \( 2DB - y \) elements in the output buffers or less than \( kB + y \) elements in the merge and prefetch buffers\(^3\). Again, the constraints on possible transitions in this diagram lead to a single region from where the blocking areas can be reached which is itself unreachable.

---

\(^1\)Note that \( y \leq DB \) in all interesting cases as otherwise we have an I/O-bound algorithm but merging is so fast that there is always enough room to fetch \( D \) blocks.

\(^2\)At the same time \( y \) are removed by merging resulting in a total increase of \( DB - y \).

\(^3\)\( y \) elements are not sufficient in general because these may not be the smallest; but if there are more than \( kB \) elements in merge and prefetch buffers, at least one element can be written to the output buffer.
Overlapping is not always possible. Consider the $k$ runs in figure 7.6. While merging them, there is no work to do for the prefetching thread. Then, the current blocks of each run will out of elements simultaneously and merging can only continue after both buffers are refilled.

\[ \begin{array}{cccccc}
1 & \frac{1}{2} & \frac{3}{4} & \frac{5}{6} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \\
n & \frac{1}{2} & \frac{3}{4} & \frac{5}{6} & \cdots
\end{array} \]

Figure 7.6: Overlapping for these $k$ runs is not possible

As internal work influences running time, we need a fast solution for the most compute intense step during merging: A Tournament Tree (or Loser Tree) is a specialized data structure for finding the smallest element of all runs, see Figure 7.7. For $k = 2^K$, it is a complete binary tree with $K$ levels, where each leaf contains the currently smallest element of one run. Each internal node contains the 'loser' (i.e., the greater) of the 'competition' between its two child nodes. Above the root node, we store the global winner along with a pointer to the corresponding run. After writing this element to the output buffer, we simply have to move the next element of its run up until there is a new global winner. Compared to general purpose data structures like binary heaps, we get exactly $\log k$ comparisons (no hidden constant factors). Similar to the implicit search trees we used for Sample Sort, Tournament Trees can be implemented as arrays where finding the parent
node simply maps to an index shift to the right. The inner loop for moving from leaf to root can be unrolled and contains predictable load instructions and index computations allowing exploitation of instruction parallelism, see Algorithm 7.8.

\begin{figure}[h]
  \centering
  \includegraphics[width=\textwidth]{tournament_tree.png}
  \caption{A tournament tree}
\end{figure}

\begin{figure}[h]
  \centering
  \includegraphics[width=\textwidth]{inner_loop.png}
  \caption{Inner loop of Tournament Tree computation}
\end{figure}

\subsection{Experiments}

Experiments on Multiway Merge Sort were performed in 2001 on a 2 × 2GHz Xeon × 2 threads machine (Intel IV with Netburst) with several 66 MHz PCI-buses, 4 fast IDE controllers (Promise Ultra100 TX2) and 8 fast IDE disks (IBM IC35L080AVVA07). This inexpensive (mid 2002) setup gave a high I/O-bandwidth of 360 MB/s. The keys consisted of 16 GByte random 32 bit integers, run size was 256 MByte, block size $B$ was 2MB (if not otherwise mentioned).

Figure 7.9 shows the running time for different element sizes (for a constant total data volume of 16 GByte). The smaller the elements, the costlier becomes internal work, especially during run formation (there are more elements to sort). With a high I/O throughput and intelligent prefetching algorithms, I/O wait time
never makes up for more than half of the total running time. This proves the point that overlapping and tuning of internal work are important.

What is a good block size $B$? An intuitive approach would link $B$ to the size of a physical disk block. However, figure 7.10 shows that $B$ is no technology constant but a tuning parameter: A larger $B$ is better (as it reduces the amortized costs of $O(1/B)$ I/Os per element), as long as the resulting smaller $k$ still allows for a single merge phase (see curve for 128GB).
7.7 External Priority Queues

The material on external priority queues was first published in [76].

We now study a variant of external priority queues which are called sequence heaps. Merging \(k\) sorted sequences into one sorted sequence (\(k\)-way merging) is an I/O efficient subroutine used for sorting – we saw this in chapter 7.4. The basic idea of sequence heaps is to adapt \(k\)-way merging to the related but more dynamical problem of priority queues.

Let us start with the simple case, that at most \(km\) insertions take place where \(m\) is the size of a buffer that fits into fast memory. Then the data structure could consist of \(k\) sorted sequences of length up to \(m\). We can use \(k\)-way merging for deleting a batch of the \(m\) smallest elements from \(k\) sorted sequences.

![Diagram](image)

**Figure 7.11:** A simple external PQ for \(n < km\)

A separate binary heap with capacity \(m\) allows an arbitrary mix of insertions and deletions by holding the recently inserted elements. Deletions have to check whether the smallest element has to come from this insertion buffer. When this buffer is full, it is sorted, and the resulting sequence becomes one of the sequences for the \(k\)-way merge.

How can we generalize this approach to handle more than \(km\) elements? We cannot increase \(m\) beyond \(M\), since the insertion heap would not fit into fast memory. We cannot arbitrarily increase \(k\), since eventually \(k\)-way merging would start to incur cache faults. Sequence heaps make room by merging all the \(k\) sequences producing a larger sequence of size up to \(km\).

Now the question arises how to handle the larger sequences. Sequence heaps employ \(R\) merge groups \(G_1, \ldots, G_R\) where \(G_i\) holds up to \(k\) sequences of size up to \(mk^{i-1}\). When group \(G_i\) overflows, all its sequences are merged, and the resulting sequence is put into group \(G_{i+1}\).

Each group is equipped with a group buffer of size \(m\) to allow batched deletion from the sequences. The smallest elements of these buffers are deleted in batches of size \(m' \ll m\). They are stored in the deletion buffer. Fig. 7.12 summarizes the data structure.

---

\(^4\)By replacing “I/O” with “cache fault”, we can also use this approach one level higher in the memory hierarchy.
Figure 7.12: Overview of the complete data structure for $R = 3$ merge groups

We now have enough information to understand how deletion and insertion operations are going to work:

**DeleteMin:** The smallest elements of the deletion buffer and insertion buffer are compared, and the smaller one is deleted and returned. If this empties the deletion buffer, it is refilled from the group buffers using an $R$-way merge. Before the refill, group buffers with less than $m'$ elements are refilled from the sequences in their group (if the group is nonempty). Figure 7.13 gives an example of a deletion operation.

DeleteMin works correctly provided the data structure fulfills the heap property, i.e., elements in the group buffers are not smaller than elements in the deletion buffer, and in turn, elements in a sorted sequence are not smaller than the elements in the respective group buffer. Maintaining this invariant is the main difficulty for implementing insertion.

**Insert:** New elements are inserted into the insert heap. When its size reaches $m$, its elements are sorted (e.g. using merge sort or heap sort). The result is then merged with the concatenation of the deletion buffer and the group buffer 1. The smallest resulting elements replace the deletion buffer and group buffer 1. The
remaining elements form a new sequence of length at most $m$. The new sequence is finally inserted into a free slot of group $G_1$. If there is no free slot initially, $G_1$ is emptied by merging all its sequences into a single sequence of size at most $km$, which is then put into $G_2$. The same strategy is used recursively to free higher level groups when necessary. When group $G_R$ overflows, $R$ is incremented and a new group is created. When a sequence is moved from one group to the other, the heap property may be violated. Therefore, when $G_1$ through $G_i$ have been emptied, the group buffers 1 through $i + 1$ are merged, and put into $G_1$. An example insertion operation is shown in Figures 7.14 and 7.15.

For cached memory, where the speed of internal computation matters, it is also crucial how to implement the operation of $k$-way merging. How this can be done in an efficient way is described in the chapter about Sorting (7.5).
(a) Inserting element 3 leads to overflow of insert heap: it is merged with deletion buffer and group buffer 1 and then inserted into group 1

(b) Overflow in group 1: all old elements are merged and inserted in next group

(c) Overflow in group 2: all old elements are merged and inserted in next group

Figure 7.14: Example of an insertion on the sequence heap (part 1)
Analysis

We will now give a sketch for the I/O analysis of our priority queues. Let \( i \) denote the number of insertions and an upper bound to the number of deleteMin operations.

First note that Group \( G_i \) can overflow at most every \( m(k^i - 1) \) insertions:
The only complication is the slot in group \( G_1 \) used for invalid group buffers. Nevertheless, when groups \( G_1 \) through \( G_i \) contain \( k \) sequences each, this can only happen if
\[
\sum_{j=1}^{R} m(k - 1)k^{j-1} = m(k^i - 1)
\]
insertions have taken place. Therefore, \( R = \lceil \log_{k^i/m} i \rceil \) groups suffice.

Now consider the I/Os performed for an element moving on the following canonical data path: It is first inserted into the insert buffer and then written to a sequence in group \( G_1 \) in a batched manner, i.e., \( 1/B \) I/Os are charged to the insertion of this element. Then it is involved in emptying groups until it arrives in group \( G_R \). For each emptying operation, the element is involved into one batched read and one batched write, i.e., it is charged with \( 2(R - 1)/B \) I/Os for tree emptying operations. Eventually, the element is read into group buffer \( R \) yielding a charge of \( 1/B \) I/Os for. All in all, we get a charge of \( 2R/B \) I/Os for each insertion.

What remains to be shown (and is omitted here) is that the remaining I/Os only contribute lower order terms or replace I/Os done on the canonical path. For example, we save I/Os when an element is extracted before it reaches the last group. We use the costs charged for this to pay for swapping the group buffers in and out. Eventually, we have \( O(sort(I)) \) I/Os.

In a similar fashion, we can show that \( I \) operations inflict \( I \log I \) key comparisons on average. As for sorting, this is a good measure for the internal work, since in efficient implementations of priority queues for the comparison model, this
number is close to the number of unpredictable branch instructions (whereas loop control branches are usually well predictable by the hardware or the compiler), and the number of key comparisons is also proportional to the number of memory accesses. These two types of operations often have the largest impact on the execution time, since they are the most severe limit to instruction parallelism in a super-scalar processor.

**Experiments**

We now present the results of some experiments conducted to compare our *sequence heap* with other priority queue implementations. Random 32 bit integers were used as keys for another 32 bits of associated information. The operation sequence used was \((\text{Insert} - \text{deleteMin} - \text{Insert})^N(\text{deleteMin} - \text{Insert} - \text{deleteMin})^N\). The choice of this sequence is nontrivial as it can have measurable influence (factor two and more) on the performance. Figure 7.17 show this: Here we have the sequence \((\text{Insert} (\text{deleteMin} \text{Insert})^s)^N (\text{deleteMin} (\text{Insert} \text{deleteMin})^s)^N\) for several values of \(s\). For larger \(s\), the performance gets better when \(N\) is large enough. This can be explained with a “locality effect”: New elements tend to be smaller than most old elements (the smallest of the old elements have long been removed before). Therefore, many elements never make it into group \(G_1\) let alone the groups for larger sequences. Since most work is performed while emptying groups, this work is saved. So that these instances should come close to the worst case. To make clear that sequence heaps are nevertheless still much better than binary or 4-ary heaps, Figure 7.17 additionally contains their timing for \(s = 0\).

The parameters chosen for the experiments where \(m' = 32, m = 256\) and \(k = 128\) on all machines tried. While there were better settings for individual machines, these global values gave near optimal performance in all cases.

### 7.8 Semiexternal Kruskal’s Algorithm

A first step for an algorithm that can cope with huge graphs stored on disk is a semiexternal algorithm: We use Kruskal’s Algorithm but incorporate an external sorting algorithm. We then just have to scan the edges and maintain the union-find array in main memory. This only requires one 32 bit word per node to store up to \(2^{32} - 32 = 4\,294\,967\,264\) nodes. There exist asymptotically better algorithms but these come with discouraging constant factors and significantly larger data structures.
7.8. SEMIEXTERNAL KRUSKAL’S ALGORITHM

Figure 7.16: Runtime comparison for several PQ implementations (on a 180MHz MIPS R10000)

Figure 7.17: Runtime comparison for different operation sequences
Chapter 8
Parallel Algorithms

This chapter is mainly based on [49].

8.1 Introduction
Numerous programming languages and libraries have been developed for explicit parallel programming. These differ in their view of the address space that they make available to the programmer, the degree of synchronization imposed on concurrent activities, and the multiplicity of programs. The message-passing programming paradigm is one of the oldest and most widely used approaches for programming parallel computers. Its roots can be traced back in the early days of parallel processing, and its wide-spread adoption can be attributed to the fact that it imposes minimal requirements on the underlying hardware.

8.2 Message-Passing Model/Paradigm
There are two key attributes that characterize the message-passing programming paradigm. The first is that it assumes a partitioned address space, and the second is that it supports only explicit parallelization.

The logical view of a machine supporting the message-passing paradigm consists of \( p \) processes, each with its own exclusive address space. Instances of such a view come naturally from clustered workstations and non-shared address space multicomputers. There are two immediate implications of a partitioned address space. First, each data element must belong to one of the partitions of the space; hence, data must be explicitly partitioned and placed. This adds complexity to programming, but encourages locality of access, which is critical for achieving high performance on non-UMA architecture, since a processor can access its local data much faster than non-local data on such architectures. The second implication
is that all interactions (read-only or read/write) require cooperation of two processes, the process that has the data and the process that wants to access the data. This requirement for cooperation adds a great deal of complexity for a number of reasons. The process that has the data must participate in the interaction even if it has no logical connection to the events at the requesting process. In certain circumstances, this requirement leads to unnatural programs. In particular, for dynamic and/or unstructured interactions, the complexity of the code written for this type of paradigm can be very high for this reason. However, a primary advantage of explicit two-way interactions is that the programmer is fully aware of all the costs of non-local interactions, and is more likely to think about algorithms (and mappings) that minimize interactions. Another major advantage of this type of programming paradigm is that it can be efficiently implemented on a wide variety of architectures.

The message-passing programming paradigm requires that the parallelism is coded explicitly by the programmer. That is, the programmer is responsible for analyzing the underlying serial algorithm/application and identifying ways by which he or she can decompose the computations and extract concurrency. As a result, programming using the message-passing paradigm tends to be hard and intellectually demanding. However, on the other hand, properly written message-passing programs can often achieve very high performance and scale to a very large number of processes.

Message-passing programs are often written using the asynchronous or loosely synchronous paradigms. In the asynchronous paradigm, all concurrent tasks execute asynchronously. This makes it possible to implement any parallel algorithm. However, such programs can be harder to reason about, and can have non-deterministic behavior due to race conditions. Loosely synchronous programs are a good compromise between these two extremes. In such programs, tasks or subsets of tasks synchronize to perform interactions. However, between these interactions, tasks execute completely asynchronously. Since the interaction happens synchronously, it is still quite easy to reason about the program. Many of the known parallel algorithms can be naturally implemented using loosely synchronous programs.

In its most general form, the message-passing paradigm supports execution of a different program on each of the $p$ processes. This provides the ultimate flexibility in parallel programming, but makes the job of writing parallel programs effectively unscalable. For this reason, most message-passing programs are written using the single program multiple data (SPMD) approach. In SPMD programs the code executed by different processes is identical except for a small number of processes (e.g., the “root” process). This does not mean that the processes work in lock-step. In an extreme case, even in an SPMD program, each process could execute a different code (the program contains a large case statement with code for each
8.3 Communication Cost in Parallel Machines

The time taken to communicate a message between two nodes in a network is the sum of the time to prepare a message for transmission and the time taken by the message to traverse the network to its destination. The principal parameters that determine the communication latency are as follows:

- **Startup time** $T_{\text{start}}$: The startup time is the time required to handle a message at the sending and receiving nodes. This includes the time to prepare the message (adding header, trailer, and error correction information), the time to execute the routing algorithm, and the time to establish an interface between the local node and the router. This delay is incurred only once for a single message transfer.

- **Per-hop time** $T_{\text{hop}}$: After a message leaves a node, it takes a finite amount of time to reach the next node in its path. The time taken by the header of a message to travel between two directly-connected nodes in the network is called the per-hop time. It is also known as node latency. The per-hop time is directly related to the latency within the routing switch for determining which output buffer or channel the message should be forwarded to.

- **Per-byte transfer time** $T_{\text{byte}}$: If the channel bandwidth is $r$ bytes per second, then each word takes time $T_{\text{byte}} = 1/r$ to traverse the link. This time is called the per-byte transfer time. This time includes network as well as buffering overheads.

This implies that in order to optimize the cost of message transfers, we would need to:

- Communicate in bulk. That is, instead of sending small messages and paying a startup cost for each one, we want to aggregate small messages into a single large message and amortize the startup latency across a larger message. This is because on typical platforms such as clusters and message-passing machines, the value of $T_{\text{start}}$ is much larger than those of $T_{\text{hop}}$ or $T_{\text{byte}}$.

- Minimize the volume of data. To minimize the overhead paid in terms of per-byte transfer time $T_{\text{byte}}$, it is desirable to reduce the volume of data communicated as much as possible.
Minimize distance of data transfer. Minimize the number of hops that a message must traverse.

While the first two objectives are relatively easy to achieve, the task of minimizing distance of communicating nodes is difficult, and in many cases an unnecessary burden on the algorithm designer. This is a direct consequence of the following characteristics of parallel platforms and paradigms:

- In many message-passing libraries such as MPI, the programmer has little control on the mapping of processes onto physical processors. In such paradigms, while tasks might have well defined topologies and may communicate only among neighbors in the task topology, the mapping of processes to nodes might destroy this structure.

- Many architectures rely on randomized (two-step) routing, in which a message is first sent to a random node from source and from this intermediate node to the destination. This alleviates hot-spots and contention on the network. Minimizing number of hops in a randomized routing network yields no benefits.

- The per-hop time $T_{\text{hop}}$ is typically dominated either by the startup latency $T_{\text{start}}$ for small messages or by per-byte component $\ell T_{\text{byte}}$ for large messages $\ell$. Since the maximum number of hops in most networks is relatively small, the per-hop time can be ignored with little loss in accuracy.

All of these point to a simpler cost model in which the cost of transferring a message between two nodes on a network is given by:

$$T_{\text{comm}}(\ell) = T_{\text{start}} + \ell T_{\text{byte}}$$

This expression has significant implications for architecture-independent algorithm design as well as for the accuracy of runtime predictions. Since this cost model implies that it takes the same amount of time to communicate between any pair of nodes, it corresponds to a completely connected network. Instead of designing algorithms for each specific architecture (for example, a mesh, hypercube, or tree), we can design algorithms with this cost model in mind and port it to any target parallel computer.

This raises the important issue of loss of accuracy (or fidelity) of prediction when the algorithm is ported from our simplified model (which assumes a completely connected network) to an actual machine architecture. If our initial assumption that the $T_{\text{hop}}$ term is typically dominated by the $T_{\text{start}}$ or $T_{\text{byte}}$ terms is valid, then the loss in accuracy should be minimal.
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However, it is important to note that our basic cost model is valid only for uncongested networks. Architectures have varying thresholds for when they get congested; i.e., a linear array has a much lower threshold for congestion than a hypercube. Furthermore, different communication patterns congest a given network to different extents. Consequently, our simplified cost model is valid only as long as the underlying communication pattern does not congest the network.

8.4 Performance metrics

It is important to study the performance of parallel programs with a view to determining the best algorithm, evaluating hardware platforms, and examining the benefits from parallelism. A number of metrics have been used based on the desired outcome of performance analysis.

8.4.1 Execution Time

The serial runtime of a program is the time elapsed between the beginning and the end of its execution on a sequential computer. The parallel runtime is the time that elapses from the moment a parallel computation starts to the moment the last processing element finishes execution. We denote the serial runtime by $T_{\text{seq}}$ and the parallel runtime by $T(p)$.

8.4.2 Speedup

When evaluating a parallel system, we are often interested in knowing how much performance gain is achieved by parallelizing a given application over a sequential implementation. Speedup is a measure that captures the relative benefit of solving a problem in parallel. It is defined as the ratio of the time taken to solve a problem on a single processing element to the time required to solve the same problem on a parallel computer with $p$ identical processing elements. We denote speedup by the symbol $S$.

For a given problem, more than one sequential algorithm may be available, but all of these may not be equally suitable for parallelization. When a serial computer is used, it is natural to use the sequential algorithm that solves the problem in the least amount of time. Given a parallel algorithm, it is fair to judge its performance with respect to the fastest sequential algorithm for solving the same problem on a single processing element. Sometimes, the asymptotically fastest sequential algorithm to solve a problem is not known, or its runtime has a large constant that makes it impractical to implement. In such cases, we take the fastest known algorithm that would be a practical choice for a serial computer to be the best
sequential algorithm. We compare the performance of a parallel algorithm to solve a problem with that of the best sequential algorithm to solve the same problem. We formally define the speedup $S$ as the ratio of the serial runtime of the best sequential algorithm for solving a problem to the time taken by the parallel algorithm to solve the same problem on $p$ processing elements. The $p$ processing elements used by the parallel algorithm are assumed to be identical to the one used by the sequential algorithm.

### 8.4.3 Superlinear speedup

Theoretically, speedup can never exceed the number of processing elements, $p$. If the best sequential algorithm takes $T_{\text{seq}}$ units of time to solve a given problem on a single processing element, then a speedup of $p$ can be obtained on $p$ processing elements if none of the processing elements spends more than time $T_{\text{seq}}/p$. A speedup greater than $p$ is possible only if each processing element spends less than time $T_{\text{seq}}/p$ solving the problem. In this case, a single processing element could emulate the $p$ processing elements and solve the problem in fewer than $T_{\text{seq}}$ units of time. This is a contradiction because speedup, by definition, is computed with respect to the best sequential algorithm. If $T_{\text{seq}}$ is the serial runtime of the algorithm, then the problem cannot be solved in less than time $T_{\text{seq}}$ on a single processing element.

In practice, a speedup greater than $p$ is sometimes observed (a phenomenon known as superlinear speedup). This usually happens when the work performed by a serial algorithm is greater than its parallel formulation or due to hardware features that put the serial implementation at a disadvantage. For example, the data for a problem might be too large to fit into the cache of a single processing element, thereby degrading its performance due to the use of slower memory elements. But when partitioned among several processing elements, the individual data-partitions would be small enough to fit into their respective processing elements’ caches.

### 8.4.4 Efficiency

Only an ideal parallel system containing $p$ processing elements can deliver a speedup equal to $p$. In practice, ideal behavior is not achieved because while executing a parallel algorithm, the processing elements cannot devote 100% of their time to the computations of the algorithm. Efficiency is a measure of the fraction of time for which a processing element is usefully employed; it is defined as the ratio of speedup to the number of processing elements. In an ideal parallel system, speedup is equal to $p$ and efficiency is equal to one. In practice, speedup is less than $p$ and efficiency is between zero and one, depending on the effectiveness
with which the processing elements are utilized. We denote efficiency by the symbol $E$. Mathematically, it is given by

$$E = \frac{S}{p}$$

### 8.4.5 Example: Adding $n$ numbers using $n$ processing elements

Consider the problem of adding $n$ numbers by using $p = n$ processing elements. Initially, each processing element is assigned one of the numbers to be added and, at the end of the computation, one of the processing elements stores the sum of all the numbers. Assuming that $n$ is a power of two, we can perform this operation in $\log n$ steps by propagating partial sums up a logical binary tree of processing elements. Figure 8.1 illustrates the procedure for $n = 16$. The processing elements are labeled from 0 to 15. Similarly, the 16 numbers to be added are labeled from 0 to 15. The sum of numbers with consecutive labels from $i$ to $j$ is denoted by $\sum_{i}^{j}$.

![Figure 8.1: Computing the global sum of 16 partial sums using 16 processing elements. $\sum_{i}^{j}$ denotes the sum of numbers with consecutive labels from $i$ to $j$.](image-url)
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Each step shown in Figure 8.1 consists of one addition and the communication of a single word. The addition can be performed in some constant time, say $T_{c'}$, and the communication of a single word can be performed in time $T_{\text{start}} + T_{\text{byte}}$. Therefore, the addition and communication operations take a constant amount of time. Thus,

$$T(p) = \Theta(\log n)$$

Since the problem can be solved in $\Theta(n)$ time on a single processing element, its speedup is

$$S = \Theta\left(\frac{n}{\log n}\right)$$

From this equation and the preceding definition, the efficiency of the algorithm for adding $n$ numbers on $n$ processing elements is

$$E = \frac{\Theta\left(\frac{n}{\log n}\right)}{n} = \Theta\left(\frac{1}{\log n}\right)$$

8.4.6 Example: Adding $n$ numbers using $p$ processing elements

An alternate method for adding $n$ numbers using $p$ processing elements is illustrated in Figure 8.2 for $n = 16$ and $p = 4$. In the first step of this algorithm, each processing element locally adds its $n/p$ numbers in time $T_{\text{seq}} = \Theta\left(\frac{n}{p}\right)$. Now the problem is reduced to adding the $p$ partial sums on $p$ processing elements, which can be done in time $\Theta(\log p)$ by the method described in the previous example. The parallel runtime of this algorithm is

$$T(p) = \Theta\left(\frac{n}{p} + \log p\right)$$
8.5 Prefix Sums on a Hypercube Network

In the following, we describe prefix sum operations and derive expressions for their time complexity. We assume that the communication time between any pair of nodes is practically independent of the number of intermediate nodes along the paths between them. We also assume that the communication links are bidirectional; that is, two directly-connected nodes can send messages of size $m$ to each other simultaneously in time $T_{\text{start}} + \ell T_{\text{byte}}$. We assume a single-port communication model, in which a node can send a message on only one of its links at a time. Similarly, it can receive a message on only one link at a time. However, a node can receive a message while sending another message at the same time on the same or a different link.

Figure 8.3: Computing the sum of 16 numbers using four processing elements.
Algorithm 1 PREFIX_SUMS_HCUBE(my_id, my_number, d, result)

\[
\begin{align*}
\text{result} & := \text{my_number} \\
\text{msg} & := \text{result} \\
\text{for } i & := 0 \text{ to } d - 1 \text{ do} \\
\text{partner} & := \text{my_id} \oplus 2^i \\
\text{send } \text{msg} & \text{ to partner} \\
\text{receive } \text{number} & \text{ from partner} \\
\text{msg} & := \text{msg} + \text{number} \\
\text{if } \text{partner} < \text{my_id} & \text{ then} \\
\text{result} & := \text{result} + \text{number} \\
\text{end if} \\
\text{end for}
\end{align*}
\]

Algorithm 1 gives a procedure for implementing prefix sums on a \(d\)-dimensional hypercube. Communication starts from the lowest dimension of the hypercube and then proceeds along successively higher dimensions (Line 5). In each iteration, nodes communicate in pairs so that the labels of the nodes communicating with each other in the \(i\)th iteration differ in the \(i\)th least significant bit of their binary representations (Line 6). The node with label \(k\) uses information from only the \(k\)-node subset of those nodes whose labels are less than or equal to \(k\). To accumulate the correct prefix sum, every node maintains an additional result buffer. This buffer is denoted by square brackets in Figure 8.3. After an iteration’s communication steps, each node adds the data it receives during that iteration to its resident data (denoted by parentheses in the figure) (Line 9). This sum is transmitted in the following iteration. The content of an incoming message is added to the result buffer only if the message comes from a node with a smaller label than that of the recipient node (Line 10).

On a \(p\)-node hypercube, the size of each message exchanged in the \(i\)th of the \(\log p\) steps is \(\ell\). It takes a pair of nodes time \(T_{\text{start}} + \ell T_{\text{byte}}\) to send and receive messages from each other during the \(i\)th step. Hence, the time to complete the entire procedure is

\[
T = \log p(T_{\text{start}} + \ell T_{\text{byte}})
\]

8.6 Quicksort

This section examines the quicksort algorithm, which has an average complexity of \(\Theta(n \log n)\). Quicksort is one of the most common sorting algorithms for sequential computers because of its simplicity, low overhead, and optimal average complexity.
8.6. QUICKSORT

8.6.1 Sequential Algorithm

Quicksort is a divide-and-conquer algorithm that sorts a sequence by recursively dividing it into smaller subsequences. Assume that the \( n \)-element sequence to be sorted is stored in the array \( A[1 \ldots n] \). Quicksort consists of two steps: divide and conquer. During the divide step, a sequence \( A[q \ldots r] \) is partitioned (rearranged) into two nonempty subsequences \( A[q \ldots s] \) and \( A[s+1 \ldots r] \) such that each element of the first subsequence is smaller than or equal to each element of the second subsequence. During the conquer step, the subsequences are sorted by recursively applying quicksort. Since the subsequences \( A[q \ldots s] \) and \( A[s+1 \ldots r] \) are sorted and the first subsequence has smaller elements than the second, the entire sequence is sorted.

How is the sequence \( A[q \ldots r] \) partitioned into two parts – one with all elements smaller than the other? This is usually accomplished by selecting one element \( x \) from \( A[q \ldots r] \) and using this element to partition the sequence \( A[q \ldots r] \) into two parts – one with elements less than or equal to \( x \) and the other with elements greater than \( x \). Element \( x \) is called the pivot. The quicksort algorithm is presented in Algorithm 2. This algorithm arbitrarily chooses the first element of the sequence \( A[q \ldots r] \) as the pivot. The operation of quicksort is illustrated in Figure 8.4.

**Algorithm 2** QUICKSORT(\( A, q, r \))

\[
\text{if } q < r \text{ then }
\]
\[
x := A[q] \\
 s := q \\
\text{for } i := q + 1 \text{ to } r \text{ do }
\]
\[
\begin{align*}
&\text{if } A[i] \leq x \text{ then } \\
&s := s + 1 \\
&\text{swap}(A[s], A[i])
\end{align*}
\]
\[
\text{end if}
\]
\[
\text{end for}
\]
\[
\text{swap}(A[q], A[s]) \\
\text{QUICKSORT}(A, q, s) \\
\text{QUICKSORT}(A, s + 1, r)
\]
\[
\text{end if}
\]

The complexity of partitioning a sequence of size \( k \) is \( \Theta(k) \). Quicksort’s performance is greatly affected by the way it partitions a sequence. Consider the case in which a sequence of size \( k \) is split poorly, into two subsequences of sizes 1 and \( k - 1 \). The run time in this case is given by the recurrence relation \( T(n) = T(n - 1) + \Theta(n) \), whose solution is \( T(n) = \Theta(n^2) \). Alternatively, consider the case in which the sequence is split well, into two roughly equal-size
subsequences of and elements. In this case, the run time is given by the recurrence relation \( T(n) = 2T(n/2) + \Theta(n) \), whose solution is \( T(n) = \Theta(n \log n) \). The second split yields an optimal algorithm. Although quicksort can have \( O(n^2) \) worst-case complexity, its average complexity is significantly better; the average number of compare-exchange operations needed by quicksort for sorting a randomly-ordered input sequence is \( 1.44n \log n \), which is asymptotically optimal. There are several ways to select pivots. For example, the pivot can be the median of a small number of elements of the sequence, or it can be an element selected at random. Some pivot selection strategies have advantages over others for certain input sequences.

8.6.2 Parallelizing Quicksort

Quicksort can be parallelized in a variety of ways. First, consider a naive parallel formulation in the context of recursive decomposition. During each call of QUICKSORT (see Algorithm 2), the array is partitioned into two parts and each part is solved recursively. Sorting the smaller arrays represents are two completely independent subproblems that can be solved in parallel. Therefore, one way to parallelize quicksort is to execute it initially on a single process; then, when the algorithm performs its recursive calls, assign one of the subproblems to another process. Now each of these processes sorts its array by using quicksort and assigns one of its subproblems to other processes. The algorithm terminates when the arrays cannot be further partitioned. Upon termination, each process holds an element of the array, and the sorted order can be recovered by traversing the processes as we will describe later. This parallel formulation of quicksort uses \( n \) processes to sort \( n \) elements. Its major drawback is that partitioning the array \( A[q \ldots r] \) into two smaller arrays, \( A[q \ldots s] \) and \( A[s + 1 \ldots r] \), is done by a single
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Since one process must partition the original array \( A[1 \ldots n] \), the run time of this formulation is bounded below by \( \Omega(n) \).

The main limitation of the previous parallel formulation is that it performs the partitioning step serially. As we will see in subsequent formulations, performing partitioning in parallel is essential in obtaining an efficient parallel quicksort. To see why, consider the recurrence equation \( T(n) = 2T(n/2) + \Theta(n) \), which gives the complexity of quicksort for optimal pivot selection. The term \( \Theta(n) \) is due to the partitioning of the array. Compare this complexity with the overall complexity of the algorithm, \( \Theta(n \log n) \). From these two complexities, we can think of the quicksort algorithm as consisting of \( \Theta(\log n) \) steps, each requiring time \( \Theta(n) \) that of splitting the array. Therefore, if the partitioning step is performed in time \( \Theta(1) \), using \( \Theta(n) \) processes, it is possible to obtain an overall parallel run time of \( \Theta(\log n) \). Hence, parallelizing the partitioning step has the potential to yield a significantly faster parallel formulation.

In the previous paragraph, we hinted that we could partition an array of size \( n \) into two smaller arrays in time \( \Theta(1) \) by using \( \Theta(n) \) processes. However, this is difficult for most parallel computing models. The only known algorithms are for the abstract PRAM models. Because of communication overhead, the partitioning step takes longer than \( \Theta(1) \) on realistic shared-address-space and message-passing parallel computers. In the following section we present a parallel formulation for a message-passing platform.

8.6.3 Parallel Formulation for a Message-passing Platform

Let \( A \) be an array of \( n \) elements that need to be sorted and \( p = n \) be the number of processes. The array \( A \) is explicitly distributed among the processes and each process stores one element \( d \) of \( A \). The labels of the processes define the global order of the sorted sequence. The algorithm starts by selecting a pivot element \( v \), which is broadcast to all processes. Each process \( P_i \), upon receiving the pivot, compares its element \( d \) with the pivot. In the next phase, the algorithm first determines which processes will be responsible for recursively sorting the smaller-than-the-pivot elements (i.e., \( \leq v \)) and which process will be responsible for recursively sorting the larger-than-the-pivot elements (i.e., \( > v \)). Once this is done, the processes send their elements \( d \) to the corresponding processes. After that, the processes are partitioned into the two groups, and the algorithm proceeds recursively.

The method to determine the process where the process \( P_i \) should send its element \( d \) to, is based on computing the number of processes \( j = |\{P_k \mid k \leq i\}| \) that store elements \( \leq v \). Thus, is the target process is either \( j - 1 \) if \( d \leq v \), or \( p' + i - j \) if \( d > v \), where \( p' = |\{d \mid d \leq v\}| \). Obviously, \( j \) and \( p' \) can be computed using a prefix sum operation and a broadcast.
Algorithm 3 theoQSort($d, i, p$)

1. **if** $p = 1$ **then**
   - return
2. **end if**
3. $r := \text{random element from } 0 \ldots p - 1 \{\text{same value in entire partition}\}$
4. $v := d \oplus r \{\text{broadcast pivot}\}$
5. $f := d \leq v \{1 \text{ if } d \text{ is on left side, } 0 \text{ otherwise}\}$
6. $j := \sum_{k=0}^{i} f \oplus k \{\text{prefix sum, count elements on left side}\}$
7. $p' := j \oplus (p - 1) \{\text{broadcast, result is border index}\}$
8. **if** $f$ **then**
   - send $d$ to PE $j - 1$
9. **else**
   - send $d$ to PE $p' + i - j \{i - j = \sum_{k=0}^{i} d \oplus k > v\}$
10. **end if**
11. **receive** $d$
12. **if** $i < p'$ **then**
   - join left partition; qsort($d, i, p'$)
13. **else**
   - join right partition; qsort($d, i - p', p - p'$)
14. **end if**

**Analysis.** The amount of time required to split an array of size $n$ is $2 \times \Theta(\log p)$ for broadcasting the pivot element and $p'$, $\Theta(\log p)$ for performing the prefix sum. Thus, the overall complexity for the split is $\Theta(\log p)$. This process is repeated for each of the two subsequences recursively. Assuming that the pivot splits the input into roughly equal size subsequences, the expected recursion length is $\Theta(\log p)$. Thus, the overall complexity of the parallel algorithm is:

$$T(p) = \Theta(\log^2 p)$$

### 8.7 Mergesort

Given $k$ sorted sequences $S_1, \ldots, S_k$ and a global rank $m$, we are asked to find splitting positions $i_1, \ldots, i_k$ such that $i_1 + \ldots + i_k = m$ and $\forall j, j' \in 1 \ldots k : S_j[i_j - 1] \leq S_{j'}[i_{j'}]$. This is similar to selection, although in this chapter, we are not interested in the element of global rank $m$, but rather the splitting positions. We call finding the splitting positions multiway partitioning. Finding the respective element is trivial after multiway partitioning, just take the smallest element right of the split. Merging two sorted sequences $S_1$ and $S_2$ is usually understood as
efficiently coalescing them into one sorted sequence. Its generalization to multiple sequences $S_1, \ldots, S_k$ is called multiway merging.

It is often used instead of repeated binary merging, since it is more I/O- and cache-efficient. The high “branching factor” allows to perform a considerable amount of work per item. This compensates for the costs of accessing the data on the (shared or external) memory.

![Figure 8.5: Schema of parallel multiway merging, in this case merging a specified number of elements only.](image)

We parallelize multiway merging using multiway partitioning. Let $n = \sum_{i=1}^{k} |S_i|$. In parallel, each processing element (PE) $i > 1$ does multiway partitioning on the set of sequences, requesting global rank $\lceil \frac{i \cdot n}{p} \rceil$. Then, each PE $i$ merges the part of the input that is determined by the locally computed splitting positions and by the splitting positions computed by PE $i + 1$. For $i = 0$ we use splitting local positions $(0, \ldots, 0)$. The destination offset is also clear from the ranks. Figure 8.5 shows a schematic view of the algorithm.

The loser tree data structure [48] keeps the next element of each sequence. The total execution time of the algorithm is $O(n/p \log k + k \log k \cdot \log \max_i |S_i|)$.

Based on the components explained so far, it is very easy to construct a parallel sorting algorithm. Each PE sorts about $n/p$ elements sequentially, plus minus 1 due to the rounding. The resulting sorted sequences are merged using parallel multiway merging afterwards. We assume the sequential algorithm to run in time $O(n \log n)$, i.e. $O(n/p \log (n/p))$ per PE. Substituting $k = p$ and $S_i = n/p$ in the formula for multiway merging results in $O(n/p \log p + p \log p \cdot \log (n/p))$. The sequential sorting and the actual merging add up to $O(n/p \log n)$, but there is still the partitioning, so we have in total $O(n/p \log n + p \log p \cdot \log (n/p))$. Figure 8.6 illustrates the algorithm.
Figure 8.6: Schema of parallel multiway mergesort. For shared memory, the distribution depicted in the middle row takes place only virtually, i.e. the PEs read the data from where it is already, there is no copying. The final copying step is optional, only necessary if the result is expected in the same place as the input.
Chapter 9

String Algorithms

For reference, you are encouraged to consult one or more of the following texts:


9.1 Sorting Strings

Let $S$ be a sequence of strings. Our task is to sort the elements in $S$ lexicographically. We could take a general-purpose sorting algorithm for this task, e.g. merge-sort. However, such general-purpose algorithm take $O(n \lg n)$ comparisons to sort the date. Because in the case of strings such comparisons can be very expensive (e.g., comparing 2 long strings that are equal), we need a more specific algorithm. The code in Fig. 9.1 shows how to solve this task. It is a multi-key variant of the usual quicksort algorithm. Due to its three recursive calls, it is also called ternary quicksort.
Function mkqSort($S : \text{Sequence of String}, i : \mathbb{N}) : \text{Sequence of String}$

assert $\forall e, e' \in S : e[1..i - 1] = e'[1..i - 1]$

if $|S| \leq 1$ then return $s$ // base case

pick $p \in S$ uniformly at random // pivot character

return concatenation of

mkqSort($\langle e \in S : e[i] < p[i], i \rangle$),

mkqSort($\langle e \in S : e[i] = p[i], i + 1 \rangle$, and

mkqSort($\langle e \in S : e[i] > p[i], i \rangle$)

Figure 9.1: Sorting strings lexicographically.

If the pivot $p$ is chosen such that $p[i]$ is the perfect median among all $e[i]$’s, then the running time is $O(|S| \log |S| + \sum_{e \in S} |e|)$, which is optimal. With random selection of the median, this result holds in the expected case.

To be more precise, the running time can be bounded by $O(|S| \log |S| + d)$, where $d$ denotes the sum of the distinguishing prefixes of all elements in $S$. This is because the set $S$ will be of size 1 if all characters from the distinguishing prefix have been read, and the recursion stops in that case.

We saw in the tutorial that the partitioning into the three groups “<,” “=,” and “>” can be done in-place, which renders the concatenation of the arrays superfluous.

9.2 The Knuth-Morris-Pratt Algorithm

Let $P = p_1p_2 \ldots p_m$ be a pattern whose occurrences we want to find in a text $T = t_1 \ldots t_n$ for $n \geq m$. The naive pattern-matching algorithm solves this task in $O(nm)$ time, as shown in Fig. 9.2. For the rest of this chapter, we use the notation $T_{i..j}$ as an abbreviation of $t_it_{i+1} \ldots t_j$.

We will now see how to change the naive algorithm such that it achieves optimal $O(n + m)$ time. The idea of the so-called Knuth-Morris-Pratt (or KMP for short) algorithm is as follows: in case of a mismatch between $t_{i+j-1}$ and $p_j$, we shift $P$ minimally such that a prefix of $P$ is a suffix of the already matched part in $T$. To this end, we need the border array of $P$. For a string $S$ of length $\ell$, let $\alpha(S)$ denote the length of the longest prefix of $S_{1..\ell-1}$ which is a suffix of $S_{2..\ell}$. We can then define

$$\text{border}[j] = \begin{cases} -1 & \text{if } j = 1 \\ \alpha(P_{1..j-1}) & \text{otherwise.} \end{cases}$$
9.2. THE KNUTH-MORRIS-PRATT ALGORITHM

Procedure naivePatternMatcher($P, T$)

\[
i := 1 \quad \text{// index in } T \\
j := 1 \quad \text{// index in } P \\
\text{while } i \leq n - m + 1 \\
\quad \text{while } j \leq m \text{ and } t_{i+j-1} = p_j \text{ do } j++ \quad \text{// compare characters} \\
\quad i++ \quad \text{// advance in } T \\
j := 1 \quad \text{// restart}
\]

Figure 9.2: Naive pattern matching.

Here, we define $P_{i...j} = \epsilon$ (the empty string) if $j < i$, and we say that $\epsilon$ and $P$ are both prefixes and suffixes of $P$. With this definition, it should be clear that it is safe to skip the next $j - \text{border}[j] - 2$ shifts of $P$, and immediately align $P$ at position $i + j - \text{border}[j] - 1$ in $T$. Further, the first $\text{border}[j]$ characters of $P$ need not be compared again, as they are guaranteed to match. See Fig. 9.3.

This results in the algorithm shown in Fig. 9.4.

The linear running time follows from the fact that all characters in $T$ successfully compared with characters in $P$ will never be compared again to any other part of $P$. Also, there are at most $n - m + 1$ unsuccessful character comparisons.

It remains to show how the border array is computed. Let us assume that $\text{border}[1...j-1]$ has already been computed (we initialize $\text{border}[1]$ with $-1$.) In step $j$, we have to find the next longest prefix of $P_{j-1...j-2}$ which is a suffix of $P_{2...j-1}$. Now if $p_{\text{border}[j-1]+1} = p_{j-1}$ then this prefix is $P_{1...\text{border}[j-1]+1}$, and we can hence set $\text{border}[j]$ to $\text{border}[j-1] + 1$. (Observe that $\text{border}[j]$ cannot be longer, as otherwise $\text{border}[j-1]$ should also be longer than it is, a contradiction to the assumption that $\text{border}[j']$ is correct for all $j' < j$.) Otherwise ($p_{\text{border}[j-1]+1} \neq p_{j-1}$), we have to find the next shortest prefix of $P_{1...j-2}$ which is also a suffix.

![Figure 9.3: Idea of the KMP-algorithm. In this case, border[j] is the length of α.](image-url)
**Procedure** KMPPatternMatcher($P, T$)

```plaintext
i := 1            // index in $T$
j := 1            // index in $P$
while $i \leq n - m + 1$
  while $j \leq m$ and $t_{i+j-1} = p_j$ do $j++$    // compare characters
  if $j > m$ then return “$P$ occurs at position $i$ in $T$”
  $i := i + j - \text{border}[j] - 1$       // advance in $T$
  $j := \max\{1, \text{border}[j] + 1\}$    // skip first $\text{border}[j]$ characters of $P$
```

Figure 9.4: The Knuth-Morris-Pratt algorithm.

The linear running time follows from the fact that all entries in the border array that are “traversed” (skipped over) in the while-loop will never be considered again (due to the way border[$j$] is set). Hence, the total number of executions of the while-loop is at most $2m$, which implies a linear overall running time.

**Theorem 22**

The Knuth-Morris-Pratt algorithm finds all occurrences of a pattern of length $m$ in a text of length $n$ in overall $O(n + m)$ time, using additional $O(m)$ space.

**Figure 9.5**: Sketch for computing the border array.
Procedure `computeBorderArray(P)`

```plaintext
border[1] := -1
i := border[1] // position in P

for j = 2, ..., m
    while i ≥ 0 and P_{i+1} ≠ P_{j-1} do i = border[i + 1]
i++
    border[j] := i
```

Figure 9.6: Algorithm for computing the border array.

## 9.3 Suffix Trees and Arrays

### 9.3.1 Suffix Trees

In this section we will introduce suffix trees, which, among many other things, can be used to solve the string matching task (find pattern $P$ of length $m$ in a text $T$ of length $n$ in $O(n + m)$ time). We already saw that other methods (Knuth-Morris-Pratt, e.g.) solve this task in the same time. So why do we need suffix trees?

The advantage of suffix trees over the other string-matching algorithms is that suffix trees are an index of the text. So, if $T$ is static and there are several patterns to be matched against $T$, the $O(n)$-task for building the index needs to be done only once, and subsequent matching-tasks can be done in $O(m)$ time. If $m \ll n$, this is a clear advantage over the other algorithms.

Throughout this section, let $T = t_1 t_2 \ldots t_n$ be a text over an alphabet $\Sigma$ of size $|\Sigma| =: \sigma$. For $i \in \{1, 2, \ldots, n\}$, $t_i t_{i+1} \ldots t_n$ is called the $i$-th suffix of $T$ and is denoted by $S_i := T_{i \ldots n}$.

**Definition 7**

A compact $\Sigma^+$-tree is a rooted tree $\mathcal{T} = (V, E)$ with edge labels from $\Sigma^+$ that fulfills the following two constraints:

- $\forall v \in V$: all outgoing edges from $v$ start with a different $a \in \Sigma$.
- Apart from the root, all nodes have out-degree $\neq 1$.

**Definition 8**

Let $\mathcal{T} = (V, E)$ be a compact $\Sigma^+$-tree.

- For $v \in V$, $\overline{v}$ denotes the concatenation of all path labels from the root of $\mathcal{T}$ to $v$. 

• $|v|$ is called the string-depth of $v$ and is denoted by $d(v)$.

• $T$ is said to display $\alpha \in \Sigma^*$ iff $\exists v \in V, \beta \in \Sigma^* : v = \alpha \beta$.

• If $v = \alpha$ for $v \in V, \alpha \in \Sigma^*$, we also write $\overline{v}$ to denote $v$.

• $\text{words}(T)$ denotes all strings in $\Sigma^*$ that are displayed by $T$: $\text{words}(T) = \{\alpha \in \Sigma^* : T \text{ displays } \alpha\}$

We are now ready to define suffix trees.

**Definition 9**

Let $\text{factor}(T)$ denote the set of all factors of $T$, $\text{factor}(T) = \{T_{i...j} : 1 \leq i \leq j \leq n\}$. The suffix tree of $T$ is a compact $\Sigma^+$-tree $S$ with $\text{words}(S) = \text{factor}(T)$.

For several reasons, we shall find it useful that each suffix ends in a leaf of $S$. This can be accomplished by adding a new character $\$$ \notin \Sigma$ to the end of $T$, and build the suffix tree over $T\$$.

From now on, we assume that $T$ terminates with a $\$$, and we define $\$$ to be lexicographically smaller than all other characters in $\Sigma$: $\$$ < $a$ for all $a \in \Sigma$. This gives a one-to-one correspondence between $T$’s suffixes and the leaves of $S$, which implies that we can label the leaves with a function $l$ by the start index of the suffix they represent: $l(v) = i \iff v = S_i$. This also explains the name “suffix tree.”

**Remark:** The outgoing edges at internal nodes $v$ of the suffix tree can be implemented in two fundamentally different ways:

1. as arrays of size $\sigma$
2. as arrays of size $s_v$, where $s_v$ denotes the number of $v$’s children

Approach (1) has the advantage that the outgoing edge whose edge label starts with $\alpha \in \Sigma$ can be located in $O(1)$ time, but the complete suffix tree uses space $O(n\sigma)$, which can be as bad as $O(n^2)$. Hence, we assume that approach (2) is used, which implies that locating the correct outgoing edge takes $O(\log \sigma)$ time (using binary search). Note that the space consumption of approach (2) is always $O(n)$, independent of $\sigma$.

### 9.3.2 Searching in Suffix Trees

Let $P$ be a pattern of length $m$. We will be concerned with the two following problems:

**Counting:** Return the number of matches of $P$ in $T$. Formally, return the size of $O_P = \{i \in [1, n] : T_{i...i+m-1} = P\}$
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Reporting: Return all occurrences of $P$ in $T$, i.e., return the set $O_P$.

With suffix trees, the counting-problem can be solved in $O(m \log \sigma)$ time: traverse the tree from the root downwards, in each step locating the correct outgoing edge, until $P$ has been scanned completely. More formally, suppose that $P_{1...i-1}$ has already been parsed for some $1 \leq i < m$, and our position in the suffix tree $S$ is at node $v$ ($\overline{v} = P_{1...i-1}$). We then find $v$’s outgoing edge $e$ whose label starts with $P_i$. This takes $O(\log \sigma)$ time. We then compare the label of $e$ character-by-character with $P_{i...m}$, until we have read all of $P$ ($i = m$), or until we have reached position $j \geq i$ for which $\overline{P_{1...j}}$ is a node $v'$ in $S$, in which case we continue the procedure at $v'$. This takes a total of $O(m \log \sigma)$ time. Suppose the search procedure has brought us successfully to a node $v$, or to the incoming edge of node $v$. We then output the size of $S_v$, the subtree of $S$ root at $v$. This can be done in constant time, assuming that we have labeled all nodes in $S$ with their subtree sizes. This answers the counting query. For the reporting query, we output the labels of all leaves in $S_v$ (recall that the leaves are labeled with text positions).

**Theorem 23**

The suffix tree allows to answer counting queries in $O(m \log \sigma)$ time, and reporting queries in $O(m \log \sigma + |O_P|)$ time.

An important implementation detail is that the edge labels in a suffix tree are represented by a pair $(i,j)$ of integers, $1 \leq i \leq j \leq n$, such that $T_{i...j}$ is equal to the corresponding edge label. This ensures that an edge label uses only a constant amount of memory.

From this implementation detail and the fact that $S$ contains exactly $n$ leaves and hence less than $n$ internal nodes, we can formulate the following theorem:

**Theorem 24**

A suffix tree occupies $O(n)$ space in memory.

9.3.3 Suffix- and LCP-Arrays

We will now introduce two arrays that are closely related to the suffix tree, the suffix array $SA$ and the LCP-array $LCP$.

**Definition 10**

The suffix array $SA$ of $T$ is a permutation of $\{1, 2, \ldots, n\}$ such that $SA[i]$ is the $i$-th smallest suffix in lexicographic order: $S_{SA[i-1]} < S_{SA[i]}$ for all $1 < i \leq n$.

The following observation relates the suffix array $SA$ with the suffix tree $S$. 
Remark 25
If we do a lexicographically-driven depth-first search through $S$ (visit the children in lexicographic order of the first character of their corresponding edge-label), then the leaf-labels seen in this order give the suffix-array $SA$.

The second array $LCP$ builds on the suffix array:

**Definition 11**
The LCP-array $LCP$ of $T$ is defined such that $LCP[1] = 0$, and for all $i > 1$, $LCP[i]$ holds the length of the longest common prefix of $SA[i]$ and $SA[i-1]$.

To relate the LCP-array $LCP$ with the suffix tree $S$, we need to define the concept of lowest common ancestors:

**Definition 12**
Given a tree $T = (V,E)$ and two nodes $v,w \in V$, the lowest common ancestor of $v$ and $w$ is the deepest node in $T$ that is an ancestor of both $v$ and $w$. This node is denoted by $LCA(v,w)$.

**Remark 26**
The string-depth of the lowest common ancestor of the leaves labeled $SA[i]$ and $SA[i-1]$ is given by the corresponding entry $LCP[i]$ of the LCP-array, in symbols: $\forall i > 1 : LCP[i] = d(LCA(SA[i], SA[i-1]))$.

### 9.3.4 Searching in Suffix Arrays

We can use a plain suffix array $SA$ to search for a pattern $P$, using the ideas of binary search, since the suffixes in $SA$ are sorted lexicographically and hence the occurrences of $P$ in $T$ form an interval in $SA$. The algorithm below performs two binary searches. The first search locates the starting position $s$ of $P$’s interval in $SA$, and the second search determines the end position $r$. A counting query returns $r - s + 1$, and a reporting query returns the numbers $SA[s], SA[s + 1], \ldots, SA[r]$.

Note that both while-loops the algorithm above make sure that either $l$ is increased or $r$ is decreased, so they are both guaranteed to terminate. In fact, in the first while-loop, $r$ always points one position behind the current search interval, and $r$ is decreased in case of equality (when $P = T_{SA[q]...\min\{SA[q]+m-1,n\}}$). This makes sure that the first while-loop finds the leftmost position of $P$ in $SA$. The second loop works symmetrically. Note further that in the second while-loop it is enough to check for lexicographical equality, as the whole search is done in the interval of $SA$ where all suffixes are lexicographically no less than $P$.

**Theorem 27**
The suffix array allows to answer counting queries in $O(m \log n)$ time, and reporting queries in $O(m \log n + |O_P|)$ time.
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Procedure SAsearch($P_1 \ldots m$)

\[ l := 1; r := n + 1 \]

while \( l < r \) do // search left index

\[ q := \left\lceil \frac{l + r}{2} \right\rceil \]

if \( P > \text{lex } T_{SA[q]} \ldots \min\{SA[q]+m-1,n\} \)

\[ \text{then } l := q + 1 \]

else \( r := q \)

\[ s := l; l--; r := n \]

while \( l < r \) do // search right index

\[ q := \left\lfloor \frac{l + r}{2} \right\rfloor \]

if \( P = \text{lex } T_{SA[q]} \ldots \min\{SA[q]+m-1,n\} \)

\[ \text{then } l := q \]

else \( r := q - 1 \)

return \([s, l]\)

Figure 9.7: The binary search algorithm for suffix arrays.

9.3.5 Construction of Suffix Trees from Suffix- and LCP-Arrays

Assume for now that we are given \( T, SA, \) and \( LCP \), and we wish to construct \( S \), the suffix tree of \( T \). We will show in this section how to do this in \( O(n) \) time. Later, we will also see how to construct \( SA \) and \( LCP \) only from \( T \) in linear time. In total, this will give us an \( O(n) \)-time construction algorithm for suffix trees.

The idea of the algorithm is to insert the suffixes into \( S \) in the order of the suffix array: \( S_{SA[1]}, S_{SA[2]}, \ldots, S_{SA[n]} \). To this end, let \( S_i \) denote the partial suffix tree for \( 0 \leq i \leq n \) (\( S_i \) is the compact \( \Sigma^+ \)-tree with \( \text{words}(S_i) = \{T_{SA[k]} : 1 \leq k \leq i, SA[k] \leq j \leq n \} \)). In the end, we will have \( S = S_n \).

We start with \( S_0 \), the tree consisting only of the root (and thus displaying only \( \epsilon \)). In step \( i + 1 \), we climb up the rightmost path of \( S_i \) (i.e., the path from the leaf labeled \( SA[i] \) to the root) until we meet the deepest node \( v \) with \( d(v) \leq \text{LCP}[i + 1] \). If \( d(v) = \text{LCP}[i + 1] \), we simply insert a new leaf \( x \) to \( S_i \) as a child of \( v \), and label \( (v, x) \) by \( T_{SA[i]+\text{LCP}[i+1]..n} \). Leaf \( x \) is labeled by \( SA[i+1] \). This gives us \( S_{i+1} \).

Otherwise (i.e., \( d(v) < \text{LCP}[i + 1] \)), let \( w \) be the child of \( v \) on \( S_i \)’s rightmost path. In order to obtain \( S_{i+1} \), we split up the edge \( (v, w) \) as follows.

1. Delete \( (v, w) \).

2. Add a new node \( y \) and a new edge \( (v, y) \). \( (v, y) \) gets labeled by \( T_{SA[i]+d(v)\ldots SA[i]+\text{LCP}[i+1]−1} \).

3. Add \( (y, w) \) and label it by \( T_{SA[i]+\text{LCP}[i+1]..SA[i]+d(w)−1} \).
4. Add a new leaf $x$ (labeled $SA[i + 1]$) and an edge $(y, x)$. Label $(y, x)$ by $T_{SA[i+1]+LCP[i+1]...n}$.

The correctness of this algorithm follows from observations 25 and 26 above.

Let us now consider the execution time of this algorithm. Although climbing up the rightmost path could take $O(n)$ time in a single step, a simple amortized argument shows that the running time of this algorithm can be bounded by $O(n)$ in total: each node traversed in step $i$ (apart from the last) is removed from the rightmost path and will not be traversed again for all subsequent steps $j > i$. Hence, at most $2n$ nodes are traversed in total.

**Theorem 28**

We can construct $T$’s suffix tree in linear time from $T$’s suffix- and LCP-array.

### 9.3.6 Linear-Time Construction of Suffix Arrays

This section describes the DC3-algorithm for constructing suffix arrays (Juha Kärkkäinen, Peter Sanders, and Stefan Burkhardt: Linear Work Suffix Array Construction. *Journal of the ACM* 53: 1–19, 2005). For an easier presentation, we assume in this section that $T$ is index from 0 to $n - 1$, $T = t_0 t_1 \ldots t_{n-1}$.

**Definition 13**

If $x \mod y = z$, we write $x \equiv z(\mod y)$ or simply $x \equiv z(y)$.

Our general approach will be recursive: first construct the suffix array $SA_{12}$ for the suffixes $S_i$ with $i \not\equiv 0(3)$ by a recursive call to the suffix sorting routine. From this, derive the suffix array $SA_0$ for the suffixes $S_i$ with $i \equiv 0(3)$. Then merge $SA_{12}$ and $SA_0$ to obtain the final suffix array.

**Creation of $SA_{12}$ by Recursion**

In order to call the suffix sorting routine recursively, we need to construct a new text $T'$ from whose suffix array $SA'$ we can derive $SA_{12}$. To this end, we look at all character triplets $t_i t_{i+1} t_{i+2}$ with $i \not\equiv 0(3)$, and sort the resulting set of triplets $S = \{t_i t_{i+1} t_{i+2} : i \not\equiv 0(3)\}$ with a bucket-sort in $O(n)$ time. (To have all triplets well-defined, we pad $T$ with sufficiently many $\$’s at the end.)

We define $T'$ as follows: its first half consists of the bucket-numbers of $t_i t_{i+1} t_{i+2}$ for increasing $i \equiv 1(3)$, and its second half consists of the same for the triples with $i \equiv 2(3)$.

We now build the suffix array $SA'$ for $T'$ by a recursive call (stop the recursion if $|T'| = O(1)$). This already gives us sorting of the suffixes starting at positions $i \not\equiv 0(3)$, because of the following:
The suffixes starting at \( i \equiv 2(3) \) in \( T \) have a one-to-one correspondence to the suffixes in \( T' \) and are hence in correct lexicographic order.

The suffixes starting at \( i \equiv 1(3) \) in \( T \) are longer than they should be (because of the bucket numbers of the triplets starting at \( 2(3) \)), but due to the \( $'s \) in the middle of \( T' \) this “tail” does not influence the result.

Thus, all that remains to be done is to convert the indices in \( T' \) to indices in \( T \), which is done as follows:

\[
SA_{12}[i] = \begin{cases} 
1 + 3SA'[i] & \text{if } SA'[i] < \left\lceil \frac{|T'|}{2} \right\rceil \\
2 + 3(SA'[i] - \left\lceil \frac{|T'|}{2} \right\rceil) & \text{otherwise}
\end{cases}
\]

**Creation of \( SA_0 \)**

The following lemma follows immediately from the definition of \( SA_{12} \).

**Lemma 29**

Let \( i, j \equiv 0(3) \). Then \( S_i < S_j \) iff \( t_i < t_j \), or \( t_i = t_j \) and \( i + 1 \) appears before \( j + 1 \) in \( SA_{12} \).

This suggests the following strategy to construct \( SA_0 \):

1. Initialize \( SA_0 \) with all numbers \( 0 \leq i < n \) for which \( i \equiv 0(3) \).

2. Bucket-sort \( SA_0 \), where \( SA_0[i] \) has sort-key \( t_{SA_0[i]} \).

3. In a left-to-right scan of \( SA_{12} \): if \( SA_{12}[i] \equiv 1(3) \), move \( SA_{12}[i] - 1 \) to the current beginning of its bucket.

**Merging \( SA_{12} \) with \( SA_0 \)**

We scan \( SA_0 \) and \( SA_{12} \) simultaneously. The suffixes from \( SA_0 \) and \( SA_{12} \) can be compared among each other in \( O(1) \) time by the following lemma, which follows again directly from the definition of \( SA_{12} \).

**Lemma 30**

Let \( i \equiv 0(3) \).

1. If \( j \equiv 1(3) \), then \( S_i < S_j \) iff \( t_i < t_j \), or \( t_i = t_j \) and \( i + 1 \) appears before \( j + 1 \) in \( SA_{12} \).

2. If \( j \equiv 2(3) \), then \( S_i < S_j \) iff \( t_i < t_j \), or \( t_i = t_j \) and \( t_{i+1} < t_{j+1} \), or \( t_it_{i+1} = t_jt_{j+1} \) and \( i + 2 \) appears before \( j + 2 \) in \( SA_{12} \).
One should note that in both of the above cases the values \(i + 1\) and \(j + 1\) (or \(i + 2\) and \(j + 2\), respectively) appear in \(SA_{12}\) — this is why it is enough to compare at most 2 characters before one can derive the lexicographic order of \(S_i\) and \(S_j\) from \(SA_{12}\).

In order to check efficiently whether \(i\) appears before \(j\) in \(SA_{12}\), we can use the inverse suffix array \(SA_{12}^{-1}\) of \(SA_{12}\), defined by

\[
SA_{12}^{-1}[SA_{12}[i]] = i
\]

for all \(i\). With this, it is easy to see that \(i\) appears before \(j\) in \(SA_{12}\) iff \(SA_{12}^{-1}[i] < SA_{12}^{-1}[j]\).

The running time \(T(n)\) of the whole suffix sorting algorithm presented in this section is given by the recursion \(T(n) = T(2n/3) + O(n)\), which solves to \(T(n) = O(n)\).

**Theorem 31**

We can construct the suffix array for a text of length \(n\) in \(O(n)\) time.

### 9.3.7 Linear-Time Construction of LCP-Arrays

It remains to be shown how the LCP-array \(LCP\) can be constructed in \(O(n)\) time. Here, we assume that we are given \(T\), \(SA\), and \(SA^{-1}\), the latter being the inverse suffix array.

We will construct \(LCP\) in the order of the inverse suffix array (i.e., filling \(LCP[SA^{-1}[i]]\) before \(LCP[SA^{-1}[i + 1]]\)), because in this case we know that \(LCP\) cannot decrease too much, as shown next (see also Fig. 9.8 for what follows).

![Figure 9.8](image)

**Figure 9.8:** Sketch to the proof of Lemma 32. \(S_i = x\alpha\beta\) and \(S_j = x\alpha\gamma\).

Going from suffix \(S_i\) to \(S_{i+1}\), we see that the latter equals the former, but with the first character \(t_i\) truncated. Let \(h = LCP[i]\). Then the suffix \(S_j, j = SA[SA^{-1}[i] - 1]\), has a longest common prefix with \(S_i\) of length \(h\). So \(S_{i+1}\) has
9.4. THE BURROWS-WHEELER TRANSFORMATION

a longest common prefix with $S_{j+1}$ of length $h - 1$. But every suffix $S_k$ that is lexicographically between $S_{j+1}$ and $S_{i+1}$ must have a longest common prefix with $S_{j+1}$ that is at least $h - 1$ characters long (for otherwise $S_k$ would not be in lexicographic order). In particular, the suffix right before $S_{i+1}$ in SA, which is suffix $S_{SA[SA^{-1}[i+1]-1]}$, must share a common prefix with $S_{i+1}$ of length at least $h - 1$. Hence, $LCP[SA^{-1}[i+1]] \geq h - 1$. We have thus proved the following:

**Lemma 32**

*For all* $1 \leq i < n$: $LCP[SA^{-1}[i+1]] \geq LCP[SA^{-1}[i]] - 1$.

This gives rise to the following elegant algorithm to construct LCP:

**Procedure** ComputeLCP

$h := 0$, $LCP[1] := 0$

for $i = 1, \ldots, n$ do

  if $SA^{-1}[i] \neq 1$ then

    while $t_{i+h} = t_{SA[SA^{-1}[i]-1]+h}$ do $h++$

    $LCP[SA^{-1}[i]] := h$

    $h := \max(0, h - 1)$

Figure 9.9: Constructing the LCP-array in linear time.

The linear running time follows because $h$ starts and ends at 0, is always less than $n$ and decreased at most $n$ times in the last line. Hence, the number of times where $h$ is increased in line 5 is bounded by $n$, so there are at most $2n$ character comparisons in the whole algorithm. We have proved:

**Theorem 33**

The LCP-array for a text of length $n$ can be constructed in $O(n)$ time.

9.4 The Burrows-Wheeler Transformation

The Burrows-Wheeler Transformation was originally invented for text compression. Nonetheless, it was noted soon that it is also a very useful tool in text indexing. In this section, we introduce the transformation and briefly review its merits for compression.
9.4.1 The Transformation

Definition 14
Let $T_{1...n} = t_1 \ldots t_n$ be a text of length $n$, where $t_n = \$\$ is a unique character lexicographically smaller than all other characters in $\Sigma$. Then the $i$-th cyclic shift of $T$ is $T_{1...n} T_{1...i-1}$. We denote it by $T^{(i)}$.

The Burrows-Wheeler-Transformation (BWT) is obtained by the following steps:

1. Write all cyclic shifts $T^{(i)}$, $1 \leq i \leq n$, column-wise next to each other.
2. Sort the columns lexicographically.
3. Output the last row. This is $T^{\text{BWT}}$.

The text $T^{\text{BWT}}$ in the last row is also denoted by $L$ (last), and the text in the first row by $F$ (first). Note:

- Every row in the BWT-matrix is a permutation of the characters in $T$.
- Row $F$ is a sorted list of all characters in $T$.
- In row $L = T^{\text{BWT}}$, similar characters are grouped together. This is why $T^{\text{BWT}}$ can be compressed more easily than $T$.
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\[ T = \text{CACAACCAC}\$ \]

\begin{align*}
A &= 10 \\
1 & 2 3 4 5 6 7 8 9 10 \\
F (\text{first}) &= \text{L (last)} \\
&= 10 4 8 2 5 9 3 7 1 6 \\
\]

\text{Fig. 9.11: Correspondence between BWT and the suffix array.}

9.4.2 Construction of the BWT

The BWT-matrix needs not to be constructed explicitly in order to obtain \( T^{\text{BWT}} \). Since \( T \) is terminated with the special character \$, which is lexicographically smaller than any \( a \in \Sigma \), the shifts \( T^{(i)} \) are sorted exactly like \( T \)'s suffixes. Because the last row consists of the characters preceding the corresponding suffixes, we have

\[ t_i^{\text{BWT}} = L[i] = t_{\text{SA}[i]-1} (= t_n^{(\text{SA}[i])}) , \]

where \( \text{SA} \) denotes again \( T \)'s suffix array, and \( t_0 \) is defined to be \( t_n \) (read \( T \) cyclically!). See also Fig. 9.11. Because the suffix array can be constructed in linear time (Thm. 31), we get:

\textbf{Theorem 34}
The BWT of a text length-\( n \) text over an integer alphabet can be constructed in \( O(n) \) time.

9.4.3 The Reverse Transformation

The amazing property of the BWT is that it is not a random permutation of \( T \)'s letters, but that it can be transformed back to the original text \( T \). For this, we need the following definition:

\textbf{Definition 15}
Let \( F \) and \( L \) be the strings resulting from the BWT. Then the last-to-front mapping

\[ T^{\text{BWT}} = \]

\[ t^{\text{BWT}} = \]

\[ t_0 \]
LF is a function LF : [1, n] → [1, n], defined by

\[ LF(i) = j \Leftrightarrow T^{(SA[j])} = (T^{(SA[i])})^{(n)} \Leftrightarrow SA[j] = SA[i] + 1. \]

(Remember that \( T^{(SA[i])} \) is the \( i \)'th column in the BWT-matrix, and \( (T^{(SA[i])})^{(n)} \) is that column rotated by one character downwards.)

Thus, LF(i) tells us the position in F where \( L[i] \) occurs. See Fig. 9.12 for an example.

Remark 35

Equal characters preserve the same order in F and L. That is, if \( L[i] = L[j] \) and \( i < j \), then \( LF(i) < LF(j) \). To see why this is so, recall that the BWT-matrix is sorted lexicographically. Because both the LF(i) ’th and the LF(j) ’th column start with the same character \( a = L[i] = L[j] \), they must be sorted according to what follows this character a, say \( \alpha \) and \( \beta \). But since \( i < j \), we know \( \alpha <_{\text{lex}} \beta \), hence \( LF(i) < LF(j) \). See also Fig. 9.13.

This observation allows us to compute the LF-mapping without knowing the suffix array of \( T \).

Definition 16

Let \( T \) be a text of length \( n \) over an alphabet \( \Sigma \), and let \( L = T^{\text{BWT}} \) be its BWT.

- Define \( C : \Sigma \rightarrow [1, n] \) such that \( C(a) \) is the number of occurrences in \( T \) of characters that are lexicographically smaller than \( a \in \Sigma \).
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\[ F \rightarrow \begin{array}{cccc}
\alpha & a & \beta & \beta \\
\alpha & \alpha & \beta & \beta \\
\alpha & \alpha & \beta & \beta \\
\alpha & \alpha & \beta & \beta \\
\end{array} \]

\[ L \rightarrow \begin{array}{cccc}
\alpha & \beta & \alpha & \beta \\
\alpha & \beta & \alpha & \beta \\
\alpha & \beta & \alpha & \beta \\
\alpha & \beta & \alpha & \beta \\
\end{array} \]

Figure 9.13: Sketch to observation 35.

- Define OCC : \([1, n] \rightarrow [1, n]\) such that OCC\((i)\) is the number of occurrences of \(L[i]\) in \(L\)'s length-\(i\)-prefix \(L[1, i]\).

**Lemma 36**

With the definitions above,

\[ LF(i) = C(L[i]) + OCC(i). \]

This gives rise to the following algorithm to recover \(T\) from \(L = T^{\text{bw}}\) (see Fig. 9.14 for an example).

1. Scan \(L = T^{\text{bw}}\) and compute array \(C[1, \sigma]\).

2. Compute the first row \(F\) from \(C\); as \(F\) consists of all characters in \(L\) sorted lexicographically, this step is trivial.

3. Compute \(OCC(i)\) for all \(1 \leq i \leq n\).

4. Recover \(T\) from right to left: we know that \(t_n = \$\), and the corresponding cyclic shift \(T^{(n)}\) appears in column 1 in BWT. Hence, \(t_{n-1} = L[1]\). Shift \(T^{(n-1)}\) appears in column \(LF(1)\), and thus \(t_{n-2} = L[LF(1)]\). This continues until the whole text has been recovered:

\[ t_{n-i} = L[\underbrace{LF(LF(\ldots (LF(1)) \ldots ))}_{i-1 \text{ applications of LF}}] \]
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\[ C = 0 1 5 \]
\[ F = \$ A A A A C C C C \]
\[ L = C C C C A A A C \$ A \]
\[ \text{occ} = 1 2 3 4 1 2 3 5 1 4 \]

\[ T_n = \$, k = 1 \]
\[ L[1] = C \Rightarrow T_{n-1} = C, k = LF(1) = 6 \]
\[ L[6] = A \Rightarrow T_{n-2} = A, k = LF(6) = 3 \]
\[ L[3] = C \Rightarrow T_{n-3} = C, k = LF(3) = 8 \]
\[ L[8] = C \Rightarrow T_{n-4} = C, k = LF(8) = 10 \]
\[ L[10] \text{ etc.} \]

\[ T \text{ reversed} \]
\[ C = 0 1 5 \]
\[ L = C C C C A A A C \$ A \]
\[ \text{occ} = 1 2 3 4 1 2 3 5 1 4 \]

\[ T \text{ reversed} \]

Figure 9.14: Recovering the original text from the BWT.

9.4.4 Compression

Storing \(T_{\text{BWT}}\) plainly needs the same space as storing the original text \(T\). However, because equal characters are grouped together in \(T_{\text{BWT}}\), we can compress \(T_{\text{BWT}}\) in a second stage. Here, we show how this can be achieved by a combination of Move-to-Front (MTF) and Huffman Coding.

1. Initialize a list \(Y\) containing each character in \(\Sigma\) in alphabetic order.
2. In a left-to-right scan of \(T_{\text{BWT}}, (i = 1, \ldots, n)\), compute a new array \(R[1, n]\) (see Fig. 9.15 for an example):
   - Write the position of character \(t_i\) in \(Y\) to \(R[i]\).
   - Move character \(t_i\) to the front of \(Y\).
3. Encode the resulting string/array \(R\) with any kind of reversible compressor, e.g. Huffman, into a string \(C\) (see Fig. 9.16 for an example).

Remark 37

MTF produces “many small” numbers for equal characters that are “close together” in \(T_{\text{BWT}}\). These can be compressed using an order-0 compressor, e.g. Huffman.

Both steps (Huffman & MTF) are easy to reverse.
9.4. THE BURROWS-WHEELER TRANSFORMATION

\[ T^{\text{BWT}} = \text{C C C A A A C $ A} \]

<table>
<thead>
<tr>
<th>( i )</th>
<th>( Y_{\text{old}} )</th>
<th>( T^{\text{BWT}} )</th>
<th>( R[i] )</th>
<th>( Y_{\text{new}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\text{AC}$</td>
<td>C</td>
<td>3</td>
<td>$\text{C}$$A$</td>
</tr>
<tr>
<td>2</td>
<td>C$\text{A}$</td>
<td>C</td>
<td>1</td>
<td>C$\text{A}$</td>
</tr>
<tr>
<td>3</td>
<td>C$\text{A}$</td>
<td>C</td>
<td>1</td>
<td>C$\text{A}$</td>
</tr>
<tr>
<td>4</td>
<td>C$\text{A}$</td>
<td>C</td>
<td>1</td>
<td>C$\text{A}$</td>
</tr>
<tr>
<td>5</td>
<td>C$\text{A}$</td>
<td>A</td>
<td>3</td>
<td>AC$\text{A}$</td>
</tr>
<tr>
<td>6</td>
<td>AC$\text{A}$</td>
<td>A</td>
<td>1</td>
<td>AC$\text{A}$</td>
</tr>
<tr>
<td>7</td>
<td>AC$\text{A}$</td>
<td>A</td>
<td>1</td>
<td>AC$\text{A}$</td>
</tr>
<tr>
<td>8</td>
<td>AC$\text{A}$</td>
<td>C</td>
<td>2</td>
<td>CA$\text{A}$</td>
</tr>
<tr>
<td>9</td>
<td>CA$\text{A}$</td>
<td>$\text{S}$</td>
<td>3</td>
<td>$\text{S}$CA</td>
</tr>
<tr>
<td>10</td>
<td>$\text{S}$CA</td>
<td>A</td>
<td>3</td>
<td>A$\text{C}$</td>
</tr>
</tbody>
</table>

Figure 9.15: The Move-to-Front algorithm.

\[ \text{character} \mid \text{frequency} \]

\[
\begin{array}{c|c|c|c}
1 & 5 \\
2 & 1 \\
3 & 4 \\
\end{array}
\]

\[
\downarrow
\]

\[ \text{R}[i] \]

\[
\begin{array}{c|c|c|c|c|c|c}
3 & 1 & 1 & 3 & 1 & 1 & 2 \\
2 & 3 & 3 & & & & \\
\end{array}
\]

\[ C = 011110111000101 \]

Figure 9.16: Huffman Encoding.
9.5 Lempel-Ziv Compression

There is also a different (easier) way to compress a string: Lempel-Ziv compression or LZ for short. The idea of this algorithm is to divide the string $S = s_1 \ldots s_n$ into phrases of previously seen substrings. Those previously seen substrings constitute the dictionary. To achieve compression, instead of storing those phrases plainly, we just store references to positions in the dictionary.

More precisely, suppose we have already parsed a prefix $s_1 s_2 \ldots s_{j-1}$ into phrases $p_1 p_2 \ldots p_{m-1}$, with $p_\ell \in D$ for all $1 \leq \ell < m$ and $D \subseteq \Sigma^*$ being the current dictionary. The next phrase $p_m$ is then defined as the longest prefix $p$ of $s_j s_{j+1} \ldots s_n$, say $p = s_j \ldots s_{i-1}$, such that $p \in D$. To keep the phrases getting longer (and hence compress $S$), we then add $p \cdot s_i$ to the dictionary $D$, where “·” denotes concatenation of strings. To get the process started, we initialize the dictionary $D$ with all letters from the alphabet $\Sigma$. The complete algorithm can be seen in Fig. 9.17.

**Procedure** naiveLZCompress($\langle s_1, \ldots, s_n \rangle$, $\Sigma$)

1. $D := \Sigma$  
   \hspace{1cm} // Init Dictionary
2. $p := s_1$  
   \hspace{1cm} // current string
3. for $i := 2$ to $n$ do
   4. if $p \cdot s_i \in D$ then $p := p \cdot s_i$
   5. else
   6. \hspace{1cm} output code for $p$
   7. \hspace{1cm} $D := D \cup p \cdot s_i$
   8. \hspace{1cm} $p := s_i$
   9. \hspace{1cm} output code for $p$

Figure 9.17: LZ-compression.

An example is shown in Fig. 9.18. There, the last column shows the current dictionary, with the numbers of the entries in brackets. The column labeled ‘output’ is the compressed string $S$. It consists of numbers of entries in the current dictionary.

Decompression reverses the process of compression. By the way we parsed the string (using only previously seen substrings as new phrases), then if we add any decoded phrase to the dictionary we can be sure that all codes we see have already an entry in the dictionary — almost! The only exception occurs when during the compression we have $p_m = p_{m-1} \cdot a$ for some $a \in \Sigma$. But then after the parsing of $p_{m-1}$ we have inserted $p_{m-1} \cdot p_m[1]$ into $D$. Now, because $p_{m-1}$ is a non-empty
prefix of $p_m$, $p_m[1] = p_{m-1}[1]$, so we can deduce that the unknown character $a$ is the first letter of $p_{m-1}$.

The resulting algorithm is shown in Fig. 9.19 where the above “special case” is taken care of by updating the dictionary before outputting the decoded phrase.

**Procedure** naiveLZDecode($\langle c_1, \ldots, c_k \rangle$)

1. $D := \Sigma$
2. output decode($c_1$)
3. for $i := 2$ to $k$ do
   1. if $c_i \in D$ then
      1. $D := D \cup$ decode($c_{i-1}$) $\cdot$ decode($c_i$)[1]
   2. else
      1. $D := D \cup$ decode($c_{i-1}$) $\cdot$ decode($c_{i-1}$)[1]
      2. output decode($c_i$)

Figure 9.19: LZ-decompression.
Chapter 10

Geometry

Geometrical algorithms cover a wide range of algorithms defined for sets of geometrical objects. These objects may include points, line segments, planes, curves and many other. In this chapter we will discuss a small selection of these elements, present fitting data structures and some algorithms that perform on these elements.

10.1 Application Domains

Geometric algorithms influence a lot of fields. The most prominent include computer graphics, robotics, geographic information systems (GIS) or computer aided design (CAD). Geometric algorithms enable us, to handle such amounts of data as is necessary for modern GIS or in the latest PC-game. Whether we have to perform hidden object removal in complex 3D-scenes or efficiently retrieve data about gas pipes within a given region, efficient data structures and algorithms are necessary. Typical questions for geometrical algorithms may include intersections between line segments, to calculate the convex hull of a set of points or localise a point in an partition of the d-dimensional space.

In this chapter we will study three distinct problems in detail. Those are line segment intersection, convex hull and the smallest enclosing circle problem.

10.2 Basic Elements and Definitions

Our algorithms will focus on two very basic elements. The elements we use are the points and line segments. For completeness we give following definitions:

Definition 17

A point \( p \) is defined as a vector \( \in \mathbb{R}^d \). We use \( p.i \) to refer to the \( i \)-th element of the
vector. In two- as well as three-dimensional space, we also use \(p_x, p_y\) and \(p_z\) to refer to the elements coordinates.

**Definition 18**
Given two points \(a\) and \(b\), we define a line segment \(\overline{ab}\) as \(\{\alpha \cdot a + (1 - \alpha) \cdot b | \alpha \in [0, 1]\}\).

**Definition 19**
A polygon in an \(d\)-dimensional space is a set of line segments given as a list of points \(P = p_1, \ldots, p_n\) with \(p_n = p_1\) and \(p_i, p_{i+1}\) for \(i \in [1, n - 1]\) defining the outline of the polygon.

We call a polygon convex if for any two points \(a\) and \(b\) in \(P\) the line segment \(\overline{ab}\) is contained in \(P\).

### 10.3 Data Structures

We will not study data structures in this place. We will only give a small example for geometric data structures as presented in Figure 10.1.

The Figure shows the combination of the Voronoi diagram (dashed lines) and the Delaunay triangulation for a given set of points. Voronoi diagrams define the regions that are closest to one of the given points and therefore may be interesting whenever the trading area of a supermarket chain or something similar has to be computed. Triangulations become interesting whenever a plane has to be represented, as graphic cards need triangles to draw surfaces. The Delaunay triangulation of a set of points is a triangulation directly connected to the Voronoi diagram.

The triangulation introduces one edge for any two vertices that share a common boundary in the Voronoi diagram. A Delaunay triangulation yields a “natural looking” triangulation which can be utilized for terrain rendering purposes for example.
10.4 Line Segment Intersection - Case Study

The line segment intersection problem can be defined as follows: Given a set $S = \{s_1, \ldots, s_n\}$ of line segments, calculate the set of all intersections $\bigcup_{s, t \in S} s \cap t$. First we will discuss the orthogonal line segment intersection problem. In this problem the line segments are layed out on an orthogonal grid.

10.4.1 Orthogonal Line Segment Intersection

This problem has its application domains in circuit development (where do conductors intersect) or in GIS (road crossings, bridges).

First we have a look at a naive implementation of the line segment intersection algorithm.

```plaintext
foreach \{s, t\} \subseteq S do
  if s \cap t \neq \emptyset then
    output \{s, t\}
```

The algorithm obviously performs in $\Theta(n^2)$ which is far to slow for large data sets. Naturally the questions arises: what is the best we can do? Since we have to look at each edge at least once and have to output every intersection, we get a minimal complexity of $\Omega(n + k)$ with $k$ denoting the number of existing intersections. Without proof we give the lower bound for comparison based line segment intersection as $\Omega(n \cdot \log(n) + k)$. Obviously we can construct cases containing $\Theta(n^2)$ (see Figure 10.2) intersections, thus resulting in a running time of $\Theta(n^2)$ for any algorithm. Still most realistic inputs have $k = O(n)$.

To improve our algorithm, we can take into account the spacial locality. Obviously, pairs of line segments, whose $y$-coordinates are far apart, cannot have a common point. Imagine all segments to be projected onto the $y$-axis: we only need to test line segments for intersection, whose $y$-intervals interlap. To find those pairs of lines, we imagine a horizontal line $\ell$ sweeping downwards over the plane. This line is called sweep-line and algorithms using this principle we call plane-sweep algorithms. While we sweep down the plane, we keep track of all vertical segments intersecting $\ell$. This yields the following algorithm:
$T=\langle \rangle : \text{SortedSequence of Segment}$

**Invariant** $T$ stores the vertical segments intersecting $\ell$.

$Q:=\text{sort}(\{(y, s) : \exists \text{hor. segment at } y \text{ or } \exists \text{vert. segment starting/ending at } y\})$

// tie breaking: vert. starting events first, vert. finishing events last

**foreach** $(y, s) \in Q$ in descending order do

if $s$ is a vertical segment and starts at $y$ then $T.insert(s)$

else if $s$ is a vertical segment and ends at $y$ then $T.remove(s)$

else // we have a horizontal segment $s = (x_1, y)(x_2, y)$

**foreach** $t = (x, y_1)(x, y_2) \in T$ with $x \in [x_1, x_2]$ do

output $\{s, t\}$

handle horizontal segments on $\ell$ // interval intersection problem

Keeping a sorted range $T$, the at most $n$ insert and remove operations can be performed within $O(\log(n))$ each. Finding the boundaries of the interval containing the intersections can be done in $O(\log(n))$, the output of the intersections in $O(k_s)$ with $k_s$ denoting the number of intersections on the horizontal segment $s$. Overall this yields a running time of $O(n \cdot \log(n) + \sum s k_s) = O(n \cdot \log(n) + k)$.

### 10.4.2 A more Complex Case

Now we will focus on a more complex case. We will now allow a more arbitrary positioning of the line segments while excluding some special cases. For now we do not allow horizontal line segments, overlapping segments and we do not allow one intersection to be a common intersection of more than two line segments.

To extend our basic sweep-line algorithm for orthogonal line segment intersection, we introduce so called **events**. These events are illustrated in Figure [10.3]. These events include all changes that affect our sweep-line algorithm in any way, to be exact they consist of segment starting points, segment end points and intersections. Using this definition, we only have to test for intersection of elements that are next to each other in $T$ at some event.
Lemma 38
Let $s_i$ and $s_j$ be two non horizontal segments whose interiors intersect in a single point $p$, and assume there is no third segment passing through $p$. Then there is an event point above $p$ where $s_i$ and $s_j$ become adjacent and are tested for intersection.

Proof.
Choose $\ell$ in such a way that there is no event located on $\ell$ and no event between $\ell$ and the horizontal line through $p$. Then $s_i$ and $s_j$ are adjacent in $T$ for this position of $\ell$. Since $T = \langle \rangle$ at the beginning of the algorithm, there exists an event where $s_i$ and $s_j$ become adjacent in $T$ and are tested for intersection.

This observation yields an improved version of our algorithm. We define two functions to aid our algorithm description. The first is called $\text{findNewEvent}$ and calculates whether there is an intersection event between two given line segments.

**Function** $\text{findNewEvent}(s, t)$ \quad // $O(1 + \log n)$

```plaintext
if $s$ and $t$ intersect at $y' < y$ then
    $Q$.insert($((y', \text{intersection}, (s, t)))$
```

Due to the insert into $Q$, $\text{findNewEvent}$ runs in $O(1 + \log(n))$. The second function performs the event processing step. We distinguish between three version of $\text{handleEvent}$ for the three different types of events.

**Function** $\text{handleEvent}(y, \text{start}, s, T, Q)$ \quad // $n \times$

```
$\text{h} := T$.insert($s$) \quad // $O(\log n)$
$\text{prev} := \text{pred}(\text{h})$ \quad // $O(1)$
$\text{next} := \text{succ}(\text{h})$ \quad // $O(1)$
$\text{findNewEvent}($$\text{prev}, \text{h})$
$\text{findNewEvent}($$\text{h}, \text{next})$
```

**Function** $\text{handleEvent}(y, \text{finish}, s, T, Q)$ \quad // $n \times$

```
$\text{h} := T$.locate($s$) \quad // $O(\log n)$
$\text{prev} := \text{pred}(\text{h})$ \quad // $O(1)$
$\text{next} := \text{succ}(\text{h})$ \quad // $O(1)$
$T$.remove($s$) \quad // $O(\log n)$
$\text{findNewEvent}($$\text{prev}, \text{next})$
```
FUNCTION handleEvent(y, \texttt{intersection}, (a, b), T, Q) // $k \times$

output ($\ast s \cap \ast t$) // $O(1)$
T.swap(a, b) // $O(1)$
prev := pred(b) // $O(1)$
next := succ(a) // $O(1)$
findNewEvent(prev, b)
findNewEvent(a, next)

Due to the $n$ line segments, we have to handle $n$ start and $n$ finish events. The number of intersection events is linear in the number of intersections as can be proven by an interpretation as a planar graph and by using Euler’s formula. For a detailed analysis we refer to [51].

\( T = \langle \rangle \) : SortedSequence of Segment
invariant \( T \) stores the relative order of the segments intersecting \( \ell \)
Q : MaxPriorityQueue
\( Q := Q \cup \{ (y, \texttt{start}, s) : s = (x, y)(x', y') \in S, y \leq y' \} \) // $O(n \log n)$
\( Q := Q \cup \{ (y, \texttt{finish}, s) : s = (x, y)(x', y') \in S, y \geq y' \} \) // $O(n \log n)$
while \( Q \neq \emptyset \)
\( (y, \texttt{type}, s) := Q.\texttt{deleteMin} \) // $O((n + k) \log n)$
handleEvent(y, type, s, T, Q)

The initialization of our algorithm performs in $O(n \cdot \log(n))$, the event loop in $O((n + k) \cdot \log(n))$. Thus the overall running time is in $O((n + k) \cdot \log(n))$.

10.4.3 The Arbitrary Case

To allow horizontal lines, we have to introduce following order on \( Q \):

\((x, y) \prec (x', y') \iff y > y' \lor y = y' \land x < x'\)

This can be interpreted as a sweep-line with an infinitely small slope. With this we can once more adapt our algorithm:

To finally also allow overlapping segments, we can compute the line \( g(s) \) for any segment \( s \in S \) that contains \( s \). Sorting \( S \) along \( g(s) \) enables us to solve a 1-dimensional overlapping problem for each segment.
10.5. CONVEX HULL

**Function** handleEvent(p = (x, y))

- \( U := \) segments starting at \( p \)  
- \( C := \) segments with \( p \) in their interior  
- \( L := \) segments finishing at \( p \)

if \(|U| + |C| + |L| \geq 2\) then report intersection @ \( p \)

\( T.\text{remove}(L \cup C) \)

\( T.\text{insert}(C \cup U) \) such that order just below \( p \) is correct

if \( U \cup C = \emptyset \) then

\( \text{findNewEvent}(T.\text{findPred}(p), T.\text{findSucc}(p), p) \)

else

\( \text{findNewEvent}(T.\text{findPred}(p), T.\text{findLeftmost}(p), p) \)

\( \text{findNewEvent}(T.\text{findRightmost}(p), T.\text{findSucc}(p), p) \)

**Function** findNewEvent(s, t, p)

if \( s \) and \( t \) intersect at a point \( p' \succ p \) then

if \( p' \not\in Q \) then

\( Q.\text{insert}(p') \)

10.4.4 Further Improvements

The algorithm as specified has one problem. The space consumption can become quite large, as any intersection is kept in the queue, even though the segments may not be adjacent at the moment. This yields a space consumption of \( \Theta(n + k) \) which can be quite large for a large \( k \). But we can improve this to \( O(n) \) by a simple modification. If we delete the intersection events from the queue for segments not longer adjacent, the space consumption obviously falls to \( O(n) \). The algorithm also does still report all intersections correctly, as all segments become adjacent again just before they intersect.

10.5 Convex Hull

In this section we will discuss the problem of the convex hull. For simplicity we focus on the 2-dimensional space \( \mathbb{R}^2 \).

The formal definition of the Convex-Hull-Problem in \( \mathbb{R}^2 \) is given as follows:

Given a set of points \( P = p_1, \ldots, p_n \in \mathbb{R}^2 \). Calculate a convex polygon \( C \), using only points in \( P \) with \( \forall p \in P : p \) contained in \( C \).

We discuss an algorithm running in \( O(\text{sort}(n)) \) time. First we assume the points are given in lexicographical order (i.e. a point \( p_i \) comes before \( p_j \) if \( p_i.x < p_j.x \) or
p_i \cdot x = p_j \cdot x \text{ and } p_i \cdot y < p_j \cdot y. \text{ If the points are not given in this order, we can sort them in } O(sort(n)) \text{ additional time.}

For this algorithm, we first split the set of points along the line segment \(p_1p_n\). Now the algorithm can be implemented as two convex hull calculations that process the lower-hull, which represents the hull of points below \(p_1p_n\), and the upper-hull separately (illustrated in Figure [10.4]). In the following we will focus on the upper-hull. The algorithm for the lower-hull can be formulated equivalently.

### 10.5.1 Graham Scan

Before we can actually discuss the algorithm, we have to give two definitions.

**Definition 20**

For a set of consecutive line segments, given as a set of points \(P = p_1, \ldots, p_n\), we speak of a right turn at \(i\) if \(p_{i+1}\) is to the right of the line formed by \(p_{i-1}\) and \(p_i\). In the same matter we speak of a left turn, if \(p_{i+1}\) is to the left of the line formed by \(p_{i-1}\) and \(p_i\).

Looking only at the upper-hull, we observe that the convex-hull consists of a set of line segments performing only right-turns from \(p_1\) to \(p_n\) and the line segment \(p_1p_n\). Thus, we can give the following algorithm to compute the upper-hull:

**Function** upperHull\((p_1, \ldots, p_n)\)

\[ L = \langle p_n, p_1, p_2 \rangle : \text{Stack of Point} \]

**invariant** \(L\) is the upper hull of \(\langle p_n, p_1, \ldots, p_i \rangle\)

for \(i := 3\) to \(n\) do

while \(-\)rightTurn\((L\text{.secondButlast, } L\text{.last, } p_i)\) do

\(L\text{.pop}\)

\(L := L \circ \langle p_i \rangle\)

return \(L\)

To prove our algorithm correct, we will prove the invariant.

**Proof.**

Before the for-loop, the set \(L\) contains only three vertices. Thus, \(L\) is a convex hull by definition. Now suppose that \(L\) forms the convex-hull of \(\langle p_1, \ldots, p_{i-1} \rangle\) and consider the addition of \(p_i\). After the execution of the while-loop, the points in \(L\) form a chain of right turns. To verify our assumption, we have to show that all points \(\in \{ p_1, \ldots, p_{i-1} \}\) not contained in \(L\) are below this chain. Due to the induction hypothesis, we know that a point below the new chain could only exist in the vertical slab between \(p_i\) and \(p_{i-1}\) since the new chain lies above the old chain. Because of the lexicographical order, no such point exists. \(\square\)
10.6. **SMALLEST ENCLOSED CIRCLE**

The running time of the algorithm upper-hull itself lies in $O(n)$. This is, as the for loop obviously runs in $O(n)$ time. The additional work done by the while loop only adds an additional $O(n)$ in total, as each point can only be deleted once from $L$. Thus the overall running time is dominated by the sorting and the algorithm performs in $O(n \cdot \log(n))$.

In three-dimensional space, the number of vertices does not directly imply a linear complexity of the convex hull. Still one can show that the number of edges and the number of faces are both in $O(n)$. We refer to [51] for a proof. For even higher dimensions, the output complexity rises to $O(n^{d/2})$.

## 10.6 Smallest Enclosing Circle

In this part we will go on to discuss the smallest enclosing circle problem which is defined as follows:

Given a set of points $P = \{p_1, \ldots, p_n\} \in \mathbb{R}^d$, calculate a sphere $K$ with minimal radius so that $P \subseteq K$. We will discuss a simple algorithm with expected running time $O(n)$ as introduced by Welzl in 1991. An illustration of the problem can be found in Figure 10.5.

![Figure 10.5: Enclosing Balls in 2-dimensional space](image)

The algorithm is defined by a recursive function:

```plaintext
Function smallestEnclosingBallWithPoints(P, Q)
    if |P| = 1 ∨ |Q| = d + 1 then return ball(Q)
    pick random $x \in P$
    $B := smallestEnclosingBallWithPoints(P \setminus \{x\}, Q)$
    if $x \in B$ then return $B$
    return smallestEnclosingBallWithPoints($P \setminus \{x\}, Q \cup \{x\}$)
```
Note the base of our recursion: a sphere for only one point can be given as the point itself without any radius. Also a set of \( d + 1 \) vertices uniquely defines a sphere in \( d \)-dimensional space. In \( Q \) we store a set of border nodes that form the current sEB.

To prove our algorithm correct we have to prove two claims.

The first states:

**Lemma 39**

*Smallest Enclosing Ball With Points (sEB) are non-ambiguous.*

**Proof.**

Assume: \( \exists \) sEB’s \( B_1 \neq B_2 \). Since \( B_1 \) and \( B_2 \) are both sEB’s \( P \subseteq B_1 \land P \subseteq B_2 \) holds. This directly induces \( P \subseteq B_1 \cap B_2 \subseteq \text{sEB}( B_1 \cap B_2 ) = B \) and \( \text{radius}(B) < \text{radius}(B_1) \). This cannot hold, since \( B_1 \) is a sEB. \( \square \)

**Lemma 40**

*If a point \( x \) is not in the sEB of \( P \setminus \{x\}, Q \), then \( x \) is on the border of sEB(\( P \)).*

**Proof.**

We show the contraposition: Assume \( x \) is not on the border of sEB(\( P \)). Then \( \text{sEB}(P) = \text{sEB}(P \setminus \{x\}) = B \), due to the non-ambiguous sEBs. \( \square \)

### 10.6.1 Analysis

We have given a probabilistic algorithm for the smallest enclosing ball problem and proven it correct. In this section we want to analyse the expected running time for the algorithm.

We start by defining the base of our recurrence. As already mentioned above, our recursion \( T(p, q) \) ends for \( T(p, d + 1) = T(1, p) = 0 \).

For \( T(p, q) \) following equation holds:

\[
T(p, q) \leq 1 + T(p - 1, q) + \mathbb{P}[x \notin B] \cdot T(p, q + 1)
\]

as we only have to execute the second recursive call, whenever \( x \notin B \). Now let us inspect \( \mathbb{P}[x \notin B] \) for a fixed subset of points \( p_1, \ldots, p_i \) and its sEB \( Q \). If we remove a point \( p_j \), when does \( Q \) change? This happens only if we remove one of the \( d + 1 \) points that uniquely define \( Q \). If there are more than \( d + 1 \) points on the boundary of \( Q \), the smallest enclosing ball cannot change after the removal of one point. Thus, since we already know \( q \) points to be on the boundary of \( Q \), the number of points that could change the sEB is given by \( d + 1 - q \). Therefore \( T(p, q) \leq 1 + T(p - 1, q) + \frac{d + 1 - q}{p} \cdot T(p, q + 1) \) holds.

Using this equation, we can calculate \( T(p, d + 1) \) for different values of \( d \). For example \( d = 1 \) would yield an expected running time of \( 3 \cdot n \) whereas \( d = 2 \) would result in a running time of \( 10 \cdot n \). In general \( T(p, 0) \leq d! \cdot n \) holds.
10.7 Range Search

The most general version of range searching problem is given as follows: Given a set of geometric objects $P$ and a geometric range $Q$, determine which objects of $P \cap Q$ contains. In short we will write $P \cap Q$ for such a range reporting query. Furthermore we might be interested only in the number of elements contained in $Q$. We call this a range counting query and write $|P \cap Q|$. In most applications of range search, we get a lot of queries for a given set of points. Thus we exploit precomputation to answer the queries as fast as possible. Intuitively we would expect the precomputation to be possible in $O(n \log n)$ and consume only $O(n)$ space. Counting queries should be possible to answer in $O(\log n)$ while we would expect range reporting queries to be possible in $O(k + \log n)$ or at least in $O(k \log n)$ with $k$ denoting the number of contained elements.

10.7.1 1D Range Search

In the 1-dimensional case, we consider a list of numbers. To answer range reporting and range counting queries, we utilize a binary range tree, as depicted in Figure 10.6. The tree consists of a doubly linked list containing the given elements in sorted order. On top we keep a tree structure, containing the splitting element for the underlying range as key.

The construction is obviously bounded by sorting the elements in $O(n \log n)$ time. Range queries traverse the tree for both ends of the range, giving the start and the end of the list, containing all elements contained in the range. This can be done in $O(\log n)$. Afterwards, the range can then be reported in $O(k)$. Range counting queries can be answered in $O(\log n)$ if we keep the number of elements contained in the range covered by a given tree node up-to-date.

![Figure 10.6: A 1D range tree.](image-url)
10.7.2 2D Range Search

Range queries in 2-dimensional space have their application in geocoding or collision detection. A possible representation for answering those kind of queries fast is the Wavelet Tree introduced by Chazelle in 1988. The wavelet tree utilizes bitvectors to represent itself.

Be reminded that in the following, coordinates are represented by their ranks in each dimension respectively, i.e. we have only integers. On each level of the tree, these ranks are newly calculated, i.e. compacted. Furthermore, the sequence of points is always kept sorted in \( y \)-direction.

**Definition 21**

For a given range of elements \( X = \langle x_1, \ldots, x_n \rangle \), a Wavelet Tree is recursively defined as follows. The tree keeps a bitvector \( b \) with \( b[i] = 1 \) iff \( x_i > \lfloor n/2 \rfloor \). Furthermore, it contains two children, each recursively defined as the Wavelet Trees of \( \langle x_i : x_i \leq \lfloor n/2 \rfloor \rangle \) as the left child and \( \langle x_i - \lfloor n/2 \rfloor : x_i > \lfloor n/2 \rfloor \rangle \) as the right child respectively. This recursion is stopped as soon as \( n \leq n_0 \), where \( n_0 \) is a tuning parameter. In this case, the sequence is stored directly. A sample wavelet tree is shown in Figure 10.7.

![Figure 10.7: Example Wavelet Tree](image)

**Definition 22**

The Dominance Counting Problem is defined as follows: Given a sequence of elements \( X = \langle x_1, \ldots, x_n \rangle \) as well as an pair \( (x, y) \), find \( |\{x_i : x_i \in X \land x_i \geq x \land i \geq y\}| \). (dominance criterion)
Using Wavelet Trees, we can solve this problem with Algorithm 10.8. In every recursion step, the number of elements \( y \) less or equal to \( y \) is calculated using the rank function of the bitvector. How this can be accomplished will be discussed later. If the desired value of \( x \) is found in the left child, we know of at least \( \lceil n/2 \rceil - y_r \) elements to fulfill the dominance criterion. The rest can be calculated recursively with \( (x, y - y_r) \) as input for the left child, as all \( (x_i, y_i) \) with \( y_i < y \land x_i > x \) are not considered in the left child. The recursion for \( x > \lfloor n/2 \rfloor \) can be explained in a similar matter. For an illustration, the reader can turn to Figure 10.9.

If we implement the rank to work in constant time (see below), the algorithm runs in \( O(\log n) \) as we only follow one recursive path and have a recursion depth of \( O(\log n) \).

```plaintext
Function intDominanceCount(x, y)  // |[x, n] × [y, n] ∩ P|
  if n ≤ n_0 then return |[x, n] × [y, n] ∩ P|  // brute force
  y_r := b.rank(y)  // Number of els ≤ y in right half
  if x ≤ \lfloor n/2 \rfloor then
    return ℓ.intDominanceCount(x, y_r) + \lceil n/2 \rceil - y_r
  else
    return r.intDominanceCount(x − \lfloor n/2 \rfloor, y_r)
```

Figure 10.8: Algorithm intDominanceCount

Figure 10.9: Example query for dominance counting using a Wavelet Tree

Using Algorithm 10.10, we can also perform range counting queries on integer values. The algorithm is illustrated in Figure 10.11.
Function intRangeCount(\([x, x'] \times [y, y']\))
return
  intDominanceCount(x, y) -
  intDominanceCount(x', y) -
  intDominanceCount(x, y') +
  intDominanceCount(x', y')

Figure 10.10: Algorithm: integer range counting

Wavelet Tree Dominance Reporting Query

To implement the Dominance Reporting Query, we look at a subproblem first.

Definition 23
The One Sided Reporting problem is given as: Given a set \( P = \{(x_1, y_1), \ldots (x_n, y_n)\} \) and a value \( y \), find \( P \cap [1, n] \times [y, n] \).

The One Sided Reporting problem can be solved by Algorithm 10.12. It is based on the same principles as Algorithm 10.8. The only difference is that we have to consider all elements above the given \( y \) value. Thus we have to perform a recursion step in both children.

Function oneSidedReporting(\(y\))
if \( n \leq n_0 \) then return \([1, n] \times [y, n] \cap P|\) // brute force
\(y_r := b.rank(y)\) // Number of els \(\leq y\) in right half
\( R := \emptyset \)
if \( y_r < \frac{n}{2} \) then \( R := R \cup r.\text{oneSidedReporting}(y_r)\)
if \( y - y_r < \frac{n}{2} \) then \( R := R \cup l.\text{oneSidedReporting}(y - y_r)\)
return \( R \)

Figure 10.12: Algorithm for One Sided Reporting in a Wavelet Tree
Having solved the One Sided Reporting problem, we are ready to report all elements dominating an \((x, y)\) pair with Algorithm\cite{10.13}.

**Function** \(\text{intDominanceReporting}(x, y)\)  
// \([x, n] \times [y, n] \cap P\)  
if \(n \leq n_0\) then return \([x, n] \times [y, n] \cap P\)  
// brute force  
\(R := \emptyset\)  
// Result  
\(y_r := b.\text{rank}(y)\)  
// Number of els \(\leq y\) in right half  
if \(x \leq \lfloor n/2 \rfloor\) then  
if \(y - y_r < \frac{n}{2}\) then \(R := R \cup \ell.\text{intDominanceReporting}(x, y - y_r)\)  
if \(y_r < \frac{n}{2}\) then \(R := R \cup r.\text{oneSidedReporting}(y_r)\)  
else if \(y_r < \frac{n}{2}\) then \(R := R \cup r.\text{intDominanceReporting}(x - \lfloor n/2 \rfloor, y_r)\)  
return \(R\)

Figure 10.13: Algorithm for Dominance Reporting using a Wavelet Tree

A generalization to the range reporting query can be achieved. The range reporting query, as all other queries before, is defined recursively. We report elements in the moment that all elements above a given \(y\) value are dominant. The rest of the algorithm is identical to the range counting algorithm.

We can adapt the one sided reporting to work with a minimal and a maximal rank and report the elements within a range. The rest of the adaption is trivial following the Illustration in Figure\cite{10.14}.

**2D Range Search on floating point numbers**

Now consider the following problem:

**Definition 24**

The 2D-Range Search problem is defined as follows. Given a set of data \(P = \{p_1, \ldots, p_n\} \subseteq \mathbb{R}^2\), and an axis parallel rectangle \(Q = [x, x'] \times [y, y']\):

1. find \(P \cap Q\) (range query)

2. find \(|P \cap Q|\) (range counting)

We can reduce the general problem onto the integer problem on \([1, n] \times [1, n]\). This can be achieved by replacing each pair \((x, y)\) \(\in P\) with \((\text{rank}(x, x_i), \text{rank}(y, y_i))\), where \(\text{rank}(x, x_i)\) denotes the rank of \(x\) in a sorted range of the \(\{x_i| (x_i, y) \in P\ for y \in \mathbb{R}\}\). This replacement can be achieved by sorting the \(x_i\) and \(y_i\) respectively in combination with a binary search for every \(x_i, y_i\) in the resulting ranges. Thus we can achieve a general range query in \(O(n \log n)\), using the integer range counting methods discussed above.
10.7.3 Bitvectors

Bitvectors, as used in the range query algorithms discussed above, store a set of bits and offer a set of distinct operations. For our use case, the interesting operation is the $\text{rank}(j)$ operation.

To support the rank operation in constant time, we precompute the ranks of every $iB$-th element, were $B$ can be seen as a tuning parameter. Than $\text{rank}(j)$ can be computed as the sum of the precomputed value $j \mod B$ and $\text{rank}(v[j \mod B], j)$. If we chose $B = \Theta(\log n)$, we use $O(n)$ time and $O(n)$ bits. This process is illustrated in Figure 10.15.

The constant lookup can be either realized using a lookup table or by the instruction population count which on some systems (e.g. SSE 4.2) counts the number of set bits in a machine word.

In a similar manner, we can calculate the position of the $i$-th set bit $b.\text{select}(i)$ in constant time. Furthermore, it is possible to reach the information theoretical optimal space of $n + o(n)$ bits.

![Figure 10.15: Illustration of general range reporting Query](image)

![Figure 10.15: Illustration of the rank function on a bit vector](image)
Chapter 11

Approximation Algorithms

Although NP-hard optimization problems do not offer footholds for finding optimal solutions efficiently, they may still offer footholds for finding near-optimal solutions efficiently. An NP-optimization problem $\Pi$ is either a minimization or a maximization problem. Each valid instance $I$ of $\Pi$ comes with a nonempty set of feasible solutions, each of which is assigned a nonnegative rational number called its objective function value. There exist polynomial time algorithms for determining validity, feasibility, and the objective function value. A feasible solution that achieves the optimal objective function value is called an optimal solution. $f(x^*(I))$ will denote the objective function value of an optimal solution $x^*(I)$ to instance $I$. An approximation algorithm, $A$, for $\Pi$ produces, in polynomial time, a feasible solution $x(I)$ whose objective function value is “close” to the optimal; by “close” we mean within a guaranteed factor of the optimal:

**Definition 25**
An approximation algorithm for a NP-minimization problem $\Pi$ has approximation ratio $\rho$ if and only if it finds for every valid instance $I$ a feasible solution $x(I)$ within

$$\frac{f(x(I))}{f(x^*(I))} \leq \rho .$$

### 11.1 Minimum Makespan Scheduling

A central problem in scheduling theory is the following.

**Definition 26**
Give processing times for $n$ jobs, $t_1, t_2, \ldots, t_n$, and an integer $m$, the minimum makespan problem is to find an assignment $x : \{1, \ldots, n\} \rightarrow \{1, \ldots, m\}$ of the jobs to $m$ identical machines so that the completion time, also called the makespan
$L_{\text{max}}$ is minimized. Let
\[ L_i := \sum_{x(j)=i} t_j \]
be the load of machine $i$, then
\[ L_{\text{max}} := \max_{i=1}^{m} L_i \]

We will give a simple factor 2 algorithm for this problem.

### 11.1.1 List Scheduling

The algorithm (Figure 11.1) is very simple: schedule the jobs one by one, in an arbitrary order, each job being assigned to a machine with least amount of work so far \[35\]. This algorithm is based on the following two lower bounds on the makespan, $L_{\text{max}}$:

**Lemma 41**
The average time for which a machine has to run, \( \left( \sum_{j=1}^{n} t_j \right) / m \leq L_{\text{max}} \).

**Lemma 42**
The largest processing time, \( \max_{j=1}^{n} t_j \leq L_{\text{max}} \).

ListScheduling\((n, m, t)\)
\[
\begin{align*}
J & := \{1, \ldots, n\} \\
\text{array } L[1..m] & := [0, \ldots, 0] \\
\text{while } J \neq \emptyset \text{ do} \\
& \text{pick any } j \in J \\
& J := J \setminus \{j\} \\
& \text{//Shortest Queue:} \\
& \text{pick } i \text{ such that } L[i] \text{ is minimized} \\
& x(j) := i \\
& L[i] := L[i] + t_j \\
\text{return } x
\end{align*}
\]

Figure 11.1: List Scheduling

**Lemma 43**
Let $\ell$ be the job that finished last on machine $i$, then
\[ L_{\text{max}} \leq \sum_{j=1}^{n} \frac{t_j}{m} + \frac{m-1}{m} t_{\ell} . \]
Proof.
Let $i$ be the machine that job $\ell$ is assigned to. Let $t$ be the load of machine $i$ excluding job $\ell$. As machine $i$ has not more load than any other machine, it must hold

\[ t \leq \sum_{j \neq \ell} \frac{t_j}{m} \]

and therefore, we can follow that

\[ L_{\text{max}} = t + t_\ell \leq \sum_{j \neq \ell} \frac{t_j}{m} + t_\ell = \sum_j \frac{t_j}{m} + \frac{m-1}{m} t_\ell \]

\[ \square \]

Theorem 44
ListScheduling has an approximation ratio of $2 - \frac{1}{m}$.

Proof.
Let $x$ be the solution of ListScheduling and $x^*$ an optimal solution. Then

\[ \frac{f(x)}{f(x^*)} \leq \frac{\sum_j t_j/m}{f(x^*)} + \frac{m-1}{m} \cdot \frac{t_\ell}{f(x^*)} \]

\[ \leq 1 + \frac{m-1}{m} \cdot \frac{t_\ell}{f(x^*)} \]

\[ \leq 1 + \frac{m-1}{m} = 2 - \frac{1}{m} \]

A tight example of this algorithm is provided by a sequence of $m^2$ jobs with unit processing time, followed by a single job of length $m$, see Figure 11.2. The schedule obtained by the algorithm has a makespan of $2m$, while the optimal makespan is $m + 1$.

![Figure 11.2: Worst-case example for ListScheduling.](image-url)
11.1.2 More Scheduling

- 4/3-approximation: Sort jobs descending by processing time, then use ListScheduling [36].
- PTAS [38].
- 2-approximation for unrelated machines: Job $j$ has processing time $t_{ji}$ on machine $i$ [50].

11.2 Traveling Salesman Problem

Definition 27

Give a complete graph $G = (V, V \times V)$ with nonnegative edge costs $d(u, v)$. The traveling salesman problem (TSP) is to find a minimum cost cycle visiting every vertex exactly once.

11.2.1 Nonapproximability of General TSP

It its full generality, TSP cannot be approximated, assuming $P \neq NP$.

Theorem 45
TSP cannot be approximated within a factor of $A$, unless $P = NP$.

Proof.

Assume, for a contradiction, that there is a factor $a$ polynomial time approximation algorithm for the general TSP problem. We will show that this algorithm can be used for deciding the Hamiltonian cycle problem (which is NP-hard) in polynomial time, thus implying $P = NP$.

The central idea is a reduction from the Hamiltonian cycle problem to the TSP, that transforms a graph $G$ on $n$ vertices to an edge-weighted complete graph $G'$ on $n$ vertices such that

- if $G$ has a Hamiltonian cycle, then the cost of an optimal TSP tour in $G'$ is $n$, and
- if $G$ does not have a Hamiltonian cycle, then an optimal TSP tour in $G'$ is of cost $> an$.

Observe that when we run on graph $G'$, our approximation algorithm must return a solution of cost $\leq an$ in the first case, and a solution of cost $> an$ in the second case. Thus, it can be used for deciding whether $G$ contains a Hamiltonian cycle.
The reduction is simple. Assign a weight of 1 to edges of $G$, and a weight of $an$ to nonedges, to obtain $G'$. Now, if $G$ has a Hamiltonian cycle, then the corresponding tour in $G'$ has a cost $n$. On the other hand, if $G$ has no Hamiltonian cycle, any tour in $G'$ must use an edge of cost $an$, and therefore has cost $> an$. □

11.2.2 Metric TSP

Notice that in order to obtain the strong nonapproximability result of the previous section, we had to assign edge costs that violate triangle inequality, i.e., consider metric TSP, the problem remains NP-complete, but is no longer hard to approximate.

**Definition 28**

A undirected graph $G$ fulfills the **triangle inequality** if and only if

$$\forall u, v, w \in V : d(u, w) \leq d(u, v) + d(v, w)$$

Let $G = (V, E)$ be an arbitrary undirected weighted graph. Replace for each edge the weight by the shortest path distance between its endpoints. This results in a graph $G$ fulfilling the triangle inequality, called the **metric completion** of $G$.

We will present a simple factor 2 algorithm for the metric TSP (Figure 11.3). The lower bound we will use for obtaining this factor is the cost of an MST in $G$. This is a lower bound because deleting any edge from an optimal solution to TSP gives us a spanning tree of $G$.

**MetricTSPApprox(G)**

$T := \text{MST}(G)$ \hspace{1cm} // weight($T$) $\leq \text{opt}$

$T' := T$ with every edge doubled \hspace{1cm} // weight($T'$) $\leq 2\text{opt}$

$T'' := \text{EulerTour}(T')$ \hspace{1cm} // weight($T''$) $\leq 2\text{opt}$

output the tour that visits vertices in $G$ in the order of their first appearance in $T''$ \hspace{1cm} // shortcutting

**Figure 11.3:** 2-approximation of metric TSP

**Definition 29**

Let $G = (V, E)$ be a (multi)-graph with $|E| = m$. A path $P = \langle e_1, \ldots, e_m \rangle$ is an **Eulerian tour** if and only if every edge is visited exactly once, that is ${e_1, \ldots, e_m} = E$.

A graph $G$ has a Eulerian tour if and only if the degree of every node in $v$ is even. Euler proved this in 1736. Therefore, by doubling every edge, we know that the graph $T'$ has a Eulerian tour.
Theorem 46
MetricTSPApprox is a factor 2 approximation algorithm for metric TSP.

Proof.
Let opt be the cost of an optimal tour. As noted above, weight(T) ≤ opt. Since T' contains each edge of T twice, weight(T') ≤ 2opt. Because of triangle inequality, after the “shortcutting” step, the weight did not increase. □

Figure 11.4 shows an example of approximating TSP with MST.

Figure 11.4: Example metric TSP approximation

11.2.3 Further Notes on TSPs
• A 3/2-approximation can be found in [19].

11.3 Knapsack

Definition 30
Give n objects, with specified sizes \( w_i \in \mathbb{N} \) and profits \( p_i \in \mathbb{N} \), and a “knapsack capacity” \( W \in \mathbb{N} \). The knapsack problem is to find a subset of objects whose total size is bounded by \( W \) and total profit is maximized.

An obvious algorithm for this problem is to sort the objects by decreasing ratio of profit to size, and then greedily pick objects in this order. However, this algorithm can be made to perform arbitrarily badly.
11.3. KNAPSACK

11.3.1 Pseudo-Polynomial Dynamic Programming

For any optimization problem $\Pi$, an instance consists of objects, such as sets of graphs, and numbers, such as cost, profit, size, etc. So far, we have assumed that all numbers occurring in a problem instance $I$ are written in binary. The size of the instance, denoted by $|I|$, was defined as the number of bits needed to write $I$ under this assumption. An algorithm for problem $\Pi$ is said to be efficient if its running time on instance $I$ is bounded by a polynomial in $|I|$. Let us consider the following weaker definition.

Definition 31
Let $n_u$ be the unary size of instance $I$, defined as the number of bits needed to write $I$ in unary. An algorithm for problem $\Pi$ whose running time on instance $I$ is bounded by a polynomial in $n_u$ will be called a pseudo-polynomial time algorithm.

The knapsack problem, being NP-hard, does not admit a polynomial time algorithm (unless $P = NP$); however, it does admit a pseudo-polynomial time algorithm. All known pseudo-polynomial time algorithms are based on dynamic programming.

Let $\hat{P}$ be an upper bound on the profit, e.g., $\sum_i p_i$ is a trivial upper bound that can be achieved by any solution. For each $i \in \{1, \ldots, n\}$ and $P \in \{1, \ldots, \hat{P}\}$, let $C(i, p)$ denote the smallest size of a subset of the objects $1, \ldots, i$ that have profit $\geq P$, and $\infty$ if no such set exists. Clearly, $C(i, P)$ is known for every $P \in \{1, \ldots, \hat{P}\}$. The following recurrence helps to compute all values $C(i, P)$ in $O(n\hat{P})$ time:

$$C(i, P) = \min (C(i - 1, P), C(i - 1, P - p_i) + w_i).$$

The maximum profit achievable by objects of total size bounded by $W$ is $\max \{P \mid C(n, P) \leq W\}$. We thus get a pseudo-polynomial time algorithm for knapsack. An efficient implementation does only need to store one $C(\cdot, P)$ at a time, thus requiring only $\hat{P} + O(n)$ machine words space. To reconstruct the solution for each $C(i, P)$, $n\hat{P}$ decision bits are additionally necessary, storing whether $C(i - 1, P)$ or $C(i - 1, P - p_i) + w_i$ composed the minimum in the above recurrence.

11.3.2 Fully Polynomial Time Approximation Scheme

Some NP-hard optimization problems, including knapsack, allow approximability to any required degree. Let $\Pi$ be an NP-hard optimization problem with objective function $f$. We will say that algorithm $A$ is an approximation scheme for $\Pi$ if on input $(I, \varepsilon)$, where $I$ is an instance of $\Pi$ and $\varepsilon > 0$ is an error parameter, it outputs a solution $x$ such that:
• \( f(x) \leq (1 + \epsilon) \cdot \text{opt} \) if \( \Pi \) is a minimization problem.

• \( f(x) \geq (1 - \epsilon) \cdot \text{opt} \) if \( \Pi \) is a maximization problem.

\( A \) will be said to be a \textit{polynomial time approximation scheme}, abbreviated PTAS, if for each fixed \( \epsilon > 0 \), its running time is bounded by a polynomial in \( |I| \).

The definition given above allows the running time of \( A \) to depend arbitrarily on \( \epsilon \). This is rectified in the following more stringent notion of approximability. If the previous definition is modified to require that the running time of \( A \) be bounded by a polynomial in \( |I| \) and \( 1/\epsilon \), then \( A \) will be said to be a \textit{fully polynomial time approximation scheme}, abbreviated FPTAS.

In a very technical sense, an FPTAS is the best one can hope for an NP-hard optimization problem, assuming \( P \neq \text{NP} \). The knapsack problem admits an FPTAS [41].

Notice that if the profits of objects were small numbers, i.e., they were bounded by a polynomial \( n \), then the algorithm described in Section [11.3.1] would be a regular polynomial time algorithm, since its running time would be bounded by a polynomial in \( |I| \). The key idea behind obtaining an FPTAS is to exploit precisely this fact: we will ignore a certain number of least significant bits of profits of objects (depending on the error parameter \( \epsilon \)), so that the modified profits can be viewed as numbers bounded by a polynomial in \( n \) and \( 1/\epsilon \). This will enable us to find a solution whose profit is at least \((1 - \epsilon) \cdot \text{opt}\) in time bounded by a polynomial in \( n \) and \( 1/\epsilon \).

KnapsackFPTAS\( (w = \langle w_1, \ldots, w_n \rangle, p = \langle p_1, \ldots, p_n \rangle, W) \)

\( P := \max_i p_i \) // maximaler Profit

\( K := \frac{\varepsilon P}{n} \) // Skalierungsfaktor

\( p' := \langle p'_1, \ldots, p'_n \rangle \) with \( p'_i := \left\lfloor \frac{p_i}{K} \right\rfloor \) // skaliere Profite

\( x' := \text{dynamicProgrammingByProfit}(p', w, C) \)

output \( x' \)

Figure 11.5: FPTAS for Knapsack

We see the output \( x' \) both as set of objects \( i \) comprising the solution, and 0/1 bit-vector with an 1 at the \( i^{th} \) position indicating that object \( i \) is in the solution.

Lemma 47

\( p \cdot x' \geq (1 - \epsilon) \cdot \text{opt} \).

Proof.

Let \( x^* \) denote the optimal solution. For any object \( i \), because of rounding down,
$Kp'_i$ can be smaller than $p_i$, but by not more than $K$. Therefore,

$$p \cdot x^* - Kp' \cdot x^* = \sum_{i \in x^*} (p_i - K \lfloor \frac{p_i}{K} \rfloor) \leq \sum_{i \in x^*} (p_i - K (\frac{p_i}{K} - 1)) = |x^*|K \leq nK$$

And thus $Kp' \cdot x^* \geq p \cdot x^* - nK$. The dynamic programming step must return a solution $x'$ at least as good as $x$ under the new profits. Therefore,

$$Kp' \cdot x^* \leq Kp' \cdot x' = \sum_{i \in x'} K \left\lfloor \frac{p_i}{K} \right\rfloor \leq \sum_{i \in x'} K \frac{p_i}{K} = p \cdot x'$$

Combining both inequalities yields

$$p \cdot x' \geq Kp' \cdot x^* \geq p \cdot x^* - nK = \text{opt} - \epsilon P \geq (1 - \epsilon)\text{opt}$$

11.3.3 More Knapsack

The best currently known FPTAS \[47\] has a running time of

$$O\left(\min \left\{ n \log \frac{1}{\epsilon} + \frac{\log^2 \frac{1}{\epsilon}}{\epsilon^3}, \ldots \right\}\right)$$

11.4 Book References

This chapter is largely based on Vazirani \[85\]. The book by Wanka \[88\] introduces into algorithms and is written in German. However, not all of the content of the course are covered. A third book is by Hromkovic \[40\].
Chapter 12

Fixed-Parameter-Algorithmen

In diesem Kapitel betrachten wir die folgenden drei Probleme:

**INDEPENDENT SET**

*Gegeben:* Graph $G = (V, E)$, $k \in \mathbb{N}$

*Gesucht:* Unabhängige Menge $V' \subseteq V$ mit $|V'| \geq k$

Eine Menge $V' \subseteq V$ heißt unabhängig genau dann, wenn für alle $v, w \in V'$ gilt $\{v, w\} \notin E$ (siehe Abbildung 12.1).

**VERTEX COVER**

*Gegeben:* Graph $G = (V, E)$, $k \in \mathbb{N}$

*Gesucht:* Vertex Cover $V' \subseteq V$ mit $|V'| \leq k$

Eine Menge $V' \subseteq V$ heißt Vertex Cover genau dann, wenn für jede Kante $\{v, w\} \in E$ gilt $u \in V'$ oder $v \in V'$ (siehe Abbildung 12.1).

**DOMINATING SET**

*Gegeben:* Graph $G = (V, E)$, $k \in \mathbb{N}$

*Gesucht:* Dominating Set $V' \subseteq V$ mit $|V'| \leq k$

Eine Menge $V' \subseteq V$ heißt Dominating Set genau dann, wenn für jeden Knoten $v \in V$ gilt, dass entweder $v$ selbst oder einer seiner Nachbarn in $V'$ enthalten ist (siehe Abbildung 12.1).

Diese Probleme sind NP-schwer und lassen sich durch erschöpfendes Aufzählen (Brute-Force-Methode) aller $\binom{n}{k}$ Teilmengen $V' \subseteq V$ mit $|V'| = k$ mit einer Laufzeit in $O(n^k \cdot (n + m))$ entscheiden.
Im folgenden wird ein alternativer Algorithmus für Vertex-Cover vorgestellt.
Es handelt sich dabei um einen parametrisierten Algorithmus, der auf einem
tiefenbeschränkten Suchbaum basiert. Die Vorgehensweise des Algorithmus ist
wie folgt:

1. Konstruiere vollständigen binären Baum der Tiefe $k$.

2. Markiere die Wurzel des Baumes mit $(G, \emptyset)$.

3. Jeder Knoten wird wie folgt rekursiv markiert: Sei $v$ ein mit $(H, S)$ markierter
   Knoten des Baumes, der zwei nicht markierte Kinder hat. Wähle eine be-
   liebige Kante $\{u, v\}$ aus der Kantenmenge von $H$ und markiere das linke
   Kind mit $(H - u, S \cup \{u\})$ sowie das rechte Kind mit $(H - v, S \cup \{v\})$.
   Dabei bezeichne $H - v$ den Graphen, der durch Löschen des Knotens $v$ und
   aller inzidenten Kanten aus $H$ entsteht.

4. Falls es einen Baumknoten mit der Markierung $(H, S')$ existiert, wobei
   $H$ der leere Graph ist, dann ist $S'$ ein Vertex Cover der Größe $|V'| \leq k$.
   Andernfalls existiert kein Vertex Cover mit $k$ oder weniger Knoten für $G$.

Die Laufzeit bei diesem Ansatz ist in $O(2^k \cdot (n + m))$ und damit von der Form
$O(f(k) \cdot p(n))$, wobei $p$ ein Polynom und $f : \mathbb{N} \to \mathbb{N}$ eine berechenbare Funktion
ist, die nur von $k$ abhängt.

Ein Optimierungsproblem $\Pi$ kann in kanonischer Weise als parametrisiertes
Problem aufgefasst werden: Zu einer Instanz $I$ von $\Pi$ und einem Parameter $k \in \mathbb{N}$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example_graph}
\caption{Independent Set, Vertex Cover und Dominating Set eines Beispiel-
Graphen.}
\end{figure}
wird eine zulässige Lösung gesucht, deren Wert mindestens (Maximierungsproblem) bzw. höchstens (Minimierungsproblem) $k$ ist.

**Definition 32 (fixed parameter tractable)**

Ein parametrisiertes Problem $\Pi$ heißt fixed parameter tractable, wenn es einen Lösungsalgorithmus zu $\Pi$ mit Laufzeit $O(f(k) \cdot p(n))$ gibt. Dabei ist $n$ die Eingabegröße, $p$ ein Polynom, $k$ der Parameter und $f$ eine berechenbare Funktion, die nur von $k$ abhängt.

**Definition 33 (FPT)**

Die Klasse FPT ist die Klasse aller Probleme, die fixed parameter tractable sind.

**Remark 48**

*Vertex Cover* ist in FPT. Für *Independent Set* und *Dominating Set* ist nicht bekannt, ob sie in FPT sind. Es wird jedoch vermutet, dass sie nicht in FPT sind.

### 12.1 Parametrisierte Komplexitätstheorie (Exkurs)

**Definition 34 (Parametrisierte Reduktion)**

Eine parametrisierte Reduktion von einem parametrisierten Problem $\Pi$ auf ein zweites parametrisiertes Problem $\Pi'$ besteht aus einer Funktion $f$, die einer Instanz $I$ und einem Parameter $k$ von $\Pi$ eine Instanz $I'$ von $\Pi'$ zuordnet, sowie Funktionen $g, h : \mathbb{N} \to \mathbb{N}$ so, dass folgende Eigenschaften erfüllt sind:

(i) $f((I, k))$ kann in $O(h(k) \cdot p(n))$ berechnet werden, wobei $n$ die Eingabegröße von $I$ und $p$ ein Polynom ist.

(ii) $(I, k)$ ist eine Ja-Instanz von $\Pi$ genau dann, wenn $(I', g(k))$ eine Ja-Instanz zu $\Pi'$ ist.

**Remark 49**

(i) Es gibt eine Hierarchie von Komplexitätsklassen $W[t]$, die vermutlich echt ist, und FPT enthält $FPT \subseteq W[1] \subseteq W[2] \cdots$

(ii) Mithilfe der parametrisierten Reduktion lässt sich ein Vollständigkeitsbegriff definieren, um die schweren Probleme in $W[t]$ zu identifizieren.

12.2 Grundtechniken zur Entwicklung parametrisierter Algorithmen

In diesem Kapitel sollen zwei Grundtechniken zur Entwicklung parametrisierter Algorithmen vorgestellt werden:

1. **Kernbildung:** Dabei wird die Instanz durch Anwendung verschiedener Regeln auf einen (schweren) Problemkern reduziert.

2. **Tiefenbeschränkte Suchbäume:** Dabei wird eine erschöpfende Suche in einem geeigneten Suchbaum mit beschränkter Tiefe durchgeführt.

Idee 1 (zu 1.)

Reduziere Instanz $(I, k)$ in Laufzeit $O(p(I))$ auf eine äquivalente Instanz $I'$, so dass die Größe $|I'|$ von $I'$ nur von $k$ abhängt. Löse $I'$ anschließend etwa durch erschöpfende Suche.

**Example** [VERTEX COVER] Um ein Vertex Cover $V'$ für $G = (V, E)$ mit höchstens $k$ Knoten zu bestimmen, kann man sich die folgenden Beobachtungen zunutze machen:

(i) Für alle $v \in V$ ist entweder $v$ selbst oder alle Nachbarn $N(v)$ in $V'$.

(ii) Für ein Vertex Cover $V'$ der Größe $k$ gilt

$$\{ v \in V \mid |N(v)| > k \} \subseteq V',$$

d.h. ein solches Vertex Cover enthält alle Knoten mit Grad größer als $k$.

(iii) Falls $\Delta(G) \leq k$ und $|E| > k^2$ gelten, so hat $G$ kein Vertex Cover mit $k$ oder weniger Knoten. Dabei bezeichne $\Delta(G)$ den Maximalgrad von $G$.

Der folgende Algorithmus nutzt diese Eigenschaften aus:

**Function** kernelVertexCover($G = (V, E), k$) : Boolean

while $\exists v \in V : \text{degree}(v) > k$ do

if $k = 0$ then return false

$G := G - v$

$k := k - 1$

remove isolated nodes

if $|E| > k^2$ then return false

return vertexCover($G, k$)
Bemerkung zur Korrektheit: Wenn der Graph $G - v$ des Algorithmus kein Vertex Cover der Größe $k - 1$ hat, so hat $G$ kein Vertex Cover der Größe $k$. Am Ende ist der Maximalgrad $k$ und jeder Knoten eines Vertex Covers kann deswegen höchstens $k$ Kanten überdecken. Es gilt dann also $|E| \leq k^2$. Demnach hat $G$ kein Vertex Cover der Größe $k$, falls $|E| > k^2$.

Laufzeitanalyse: Wenn vertexCover$(G, k)$ am Ende aufgerufen wird, hat der Graph $G$ maximal $k^2$ Kanten. Falls die Berechnung von vertexCover$(G, k)$ mit einer Laufzeit in $O(f(k))$ ausgeführt werden kann, so ist die Gesamtlaufzeit in $O(nk + f(k))$.

Nach Entfernen aller isolierten Knoten aus $G$ hat der resultierende Graph höchstens $2k^2$ Knoten, da jede der höchstens $k^2$ Kanten höchstens zwei Knoten zur Knotenmenge beitragen kann. Es gibt somit höchstens $\binom{2k^2}{k}$ Teilmengen mit $k$ Elementen, die als Vertex Cover für $G$ infrage kommen. Diese Anzahl läßt sich durch $(2 \cdot k^2)^k = O(2^k \cdot k^{2k})$ abschätzen. Damit ergibt sich ein Gesamtaufwand in $O(nk + 2^k \cdot k^{2k})$, wenn erschöpfende Suche verwendet wird.

Der Aufwand läßt sich jedoch durch Verwendung eines tiefenbeschränkten Suchbaumes auch auf $O(2^k \cdot k^2)$ reduzieren. Wenn sich die Größe des Suchbaums verringern lässt, kann man den Faktor $2^k$ eventuell noch weiter verbessern.

Idee 2 (zu 2.)

Der Aufwand, der durch Verwendung eines tiefenbeschränkten Suchbaumes entsteht, hängt wesentlich von der Struktur des Baumes ab. Im vorangegangenen Beispiel haben wir einen binären Suchbaum verwendet. Damit ergibt sich die Laufzeit durch die Abschätzung

$$T(k) = (n + m) + T(k - 1) + T(k - 1).$$

(12.1)

Allgemein können aber auch andere Reduktionsregeln eingesetzt werden:

$$T(k) = (n + m) + T(k - t_1) + \cdots + T(k - t_s).$$

(12.2)

Der Vektor $(t_1, \ldots, t_s)$ heißt Verzweigungsvektor. Im obigen Beispiel ist der Verzweigungsvektor somit der Vektor $(1, 1)$.

Mithilfe kombinatorischer Mittel (erzeugende Polynome) kann man das asymptotische Wachstum von $T(k)$ aus dem Verzweigungsvektor bestimmen. Für einige Verzweigungsvektoren ist die sich ergebende Basis in Tabelle 12.1 dargestellt.
Table 12.1: Basen ausgewählter Verzweigungsvektoren

<table>
<thead>
<tr>
<th>Verzweigungsvektor</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 1)</td>
<td>2</td>
</tr>
<tr>
<td>(1, 2)</td>
<td>1.618</td>
</tr>
<tr>
<td>(1, 3)</td>
<td>1.4656</td>
</tr>
<tr>
<td>(1, 4)</td>
<td>1.3803</td>
</tr>
<tr>
<td>(1, 5)</td>
<td>1.325</td>
</tr>
<tr>
<td>(2, 3)</td>
<td>1.325</td>
</tr>
<tr>
<td>(3, 3)</td>
<td>1.26</td>
</tr>
<tr>
<td>(3, 3, 6)</td>
<td>1.342</td>
</tr>
<tr>
<td>(3, 4, 6)</td>
<td>1.305</td>
</tr>
</tbody>
</table>

Example  Zur Illustration sei hier ein Beispiel mit Verzweigungsvektor (1, 3):

```
Function vertexCover2(G = (V, E), k) : Boolean
    if |E| = 0 then return true
    if k = 0 then return false
    if \exists v \in V : \text{degree}(v) = 1 then
        return vertexCover2(G − \text{neighbor}(v), k − 1)
    if \exists v \in V : \text{degree}(v) \geq 3 then
        return vertexCover2(G − v, k − 1) \lor
                vertexCover2(G − \mathcal{N}(v), k − |\mathcal{N}(v)|)
    assert all nodes have degree 2
    return vertexCoverCollectionOfCycles(G, k)
```

Gibt es einen Knoten mit Grad 1, so wird keine Verzweigung durchgeführt. Stattdessen wird der Nachbarknoten $w$ von $v$ in das Vertex Cover übernommen.

```
$v$
  ↓
$v$
```

Gibt es einen Knoten $v$ mit $\text{degree}(v) \geq 3$, kann man verzweigen, indem man entweder $v$ oder alle Nachbarn von $v$ zum Vertex Cover hinzunimmt:
Ansonsten haben alle Knoten Grad 2. Der Graph besteht also aus disjunkten Kreisen. Sei \( \langle v_1, v_2, \ldots, v_{q-1}, v_q = v_1 \rangle \) ein solcher Kreis. Die Knoten \( v_i \) mit ungeradem Index \( i \) bilden einen optimalen Vertex Cover. Dieser lässt sich in linearer Zeit berechnen.

Damit ergibt sich eine Rekursionsgleichung der Form

\[
T(k) = (n + m) + T(k - 1) + T(k - 3)
\]

und daher eine Laufzeit von \( O((n + m)1.4656^k) \) (siehe Tabelle 12.1).

**Weitere Verbesserungen**

- **Crown Reductions [18]**: Sei \( I \) Independent Set und \( \mathcal{N}(I) = \{ v \in V \mid \exists u \in I : \{u, v\} \in E \} \) die Nachbarschaft von \( I \). Sei \( M \) ein Matching maximaler Größe im bipartiten Graph \( (I \cup \mathcal{N}(I), \{\{u, v\} \in E \mid u \in I, v \in \mathcal{N}(I)\}) \).

  \( |M| = |\mathcal{N}(I)| \Rightarrow \exists \) min. Vertex Cover, das \( \mathcal{N}(I) \) enthält. Ein geeignetes Independent Set lässt sich mittels Max. Cardinality Matching finden.

- Kerne der Größe \( 2k \) (wieder mittels Matching-Algorithmen)

- Reduziere Zeit pro rekursivem Aufruf auf \( O(1) \)

- Detaillierte Fallunterscheidungen \( \Rightarrow \) kleinere Konstante im exponentiellen Teil

Dadurch ergibt sich ein Algorithmus mit Laufzeit \( O(1.2738^k + kn) \) [16].

### 12.3 Literaturhinweise

Dieses Kapitel stammt teilweise aus dem Skript zur Vorlesung Algorithmenteknik von Prof. Dorothea Wagner vom Wintersemester 09/10. Die algorithmischen
Chapter 13

Online Algorithms

*Online algorithms* are a class of algorithms which process their input in a serial fashion, where future information is only *revealed in parts*. The algorithms must fully process each part and produce a partial output before receiving further input. No information is known about the further input sequence. Therefore, online algorithms are restricted to making decisions based solely on past events. The challenge is to design algorithms that perform well under this lack of knowledge about the future.

In contrast, many algorithms previously developed in these course notes require the whole input to be available at the beginning and do extensive computation on the entirety of the problem data. These are called *offline algorithms*.

However, many practical problems have an intrinsic online nature, for example:

- Paging in a virtual memory system.
- Renting skis vs. buying skis.
- Scheduling jobs in a multi-user system.
- Routing in communication networks.
- Google placing advertisements on websites.

Furthermore, some of the well-known algorithms are online algorithms: insertion-sort can sort an input sequence that is revealed only one item at a time.

Note that online algorithms do not make particular probabilistic assumptions on the unknown input. With such assumptions many of the examples above are typical applications of classic queueing theory.

Most of this chapter is based on the text book [11].
13.1 Competitive Analysis

Prior to focusing on two of these examples we will develop a method to compare different online algorithms. Their quality is determined by competitive analysis against an optimal offline algorithm. Thus this analysis quantifies the error an online algorithm makes due to lack of information.

**Definition 35**
Given an optimization problem with input $I$, for which an offline algorithm $OPT$ can compute an optimal solution using a cost measure $OPT(I)$, then an online algorithm $ALG$ is called $c$-competitive if there is a constant $\alpha$ such that for all finite input sequences $I$

$$ALG(I) \leq c \cdot OPT(I) + \alpha$$

where $ALG(I)$ is the cost of computing input $I$ using $ALG$.

If moreover the additive constant $\alpha \leq 0$, then one says $ALG$ is strictly $c$-competitive, which is equivalent to

$$c = \sup_I \frac{ALG(I)}{OPT(I)}$$

Note that $c$ is a worst-case performance measure, depending on the input sequence with worst relative performance.

An algorithm is simply called competitive if it is $c$-competitive for some real constant $c$. The ratio $c$ is also called the competitive ratio of $ALG$. Note that if $ALG$ is $c$-competitive, then it is also $c'$-competitive for all real constants $c' > c$. The goal is to find online algorithms with minimal $c$.

13.1.1 Example: Ski Rental

We now exemplify this analysis method on a typical online problem: ski rental.

**Example**  Say you are planning to spend your winter holiday at a cost-efficient hotel in the Alps near Ischgl and do not own a pair of skis. You have the choice of buying skis for 300 euros from your favorite sports equipment store at home, or to rent skis for a total of 50 euros in Ischgl. Considering that you do not know how often you will go skiing, should you rent or buy skis?

As a first simple online algorithm we suggest buying skis on the sixth trip. Using competitive analysis we can calculate the competitive ratio for this algorithm:
If you make five or fewer skiing trips, you will pay the optimal cost of 50 euro per trip and thus the ratio to an optimal offline algorithm is $\frac{5 \cdot 50}{50} = 1$ for these inputs.

If you make six or more skiing trips, you pay $250 + 300 = 550$ euros in total. However, an optimal offline algorithm can take advantage of its information about the future and pays only 300 euro. For these inputs the ratio is $\frac{550}{300} = \frac{11}{6}$, thus our simple algorithm is $\frac{11}{6}$-competitive.

We now show that no better online algorithm can be devised for this problem.

- Suppose we buy skis earlier, say on the trip $x < 6$. For fewer than $x$ trips, the ratio stays 1, but for exactly $x$ trips an optimal algorithm pays $50x$ euros while the online algorithm pays $50(x - 1) + 300$. Thus it has a competitive ratio of
  \[
  \frac{50x + 250}{50x} = 1 + \frac{5}{x} \geq 2
  \]

- Suppose we buy skis later, say on the trip $x > 6$. For exactly $x$ trips an optimal offline algorithm pays only 300 euros while the online algorithm pays again $50(x - 1) + 300$ euro. The competitive ratio in this case is
  \[
  \frac{50x + 250}{300} = \frac{5 + x}{6} \geq 2
  \]

So both buying times $x < 6$ and $x > 6$ yield an algorithm with a competitive ratio greater than 2. All other algorithms, like renting skis while already possessing a pair or buying two pairs, are obviously inferior and thus buying after 6 trips is the optimal algorithm in absence of complete knowledge.

The ski rental example is prototypical of a class of problems in which you must decide whether to pay smaller repeating costs or a large one-time cost, which reduces or eliminates the repeating costs. Other examples are whether to buy a BahnCard or monthly tickets for a public transport system. The idea behind optimal online algorithms for these problems is to not pay the large one-time cost until you would have paid the same amount in smaller repeating costs.

### 13.2 Paging – Deterministic Algorithms

The paging problem is an example of a well-studied set of online algorithms for which optimal deterministic and randomized algorithms are known. In this section the paging problem is formalized and five deterministic online algorithms for this problem are compared via competitive analysis. Randomized online algorithms for paging are discussed in the next chapter.
The Paging Problem  Consider a two-level virtual memory system as in Figure 13.1: the system consists of a large main memory storage to which access is relatively slow. To speed up processing a faster cache is used to temporarily store accessed memory locations. Transfer between both memory stores is possible only using fixed-sized memory blocks called pages. The slow main memory $P = \{p_1, \ldots, p_N\}$ contains $N$ pages of which any $k$-subset can be stored in the cache where $k < N$. A program specifies a sequence of page accesses $\sigma : \{1, \ldots, n\} \rightarrow \{1, \ldots, N\}$ of finite length $|\sigma| := n$. Given a request for a page $p_{\sigma(i)}$, the virtual memory system must make $p_{\sigma(i)}$ available in the fast memory. If $p_{\sigma(i)}$ is already loaded in the fast memory we call this a cache hit, otherwise a page fault or cache miss occurs and the page must be transferred from main memory to cache memory. Due to the limited size of fast memory, the paging algorithm must decide which of the cached pages is to be replaced (evicted from cache). Goal of the paging algorithm must be to minimize the number of cache misses.

The memory systems of today’s computer architectures are composed of a multi-level virtual memory system containing CPU registers, three cache levels on the CPU (L1, L2 and L3), physical RAM and swap partitions on hard-drives. For our discussion on online algorithms we will use the high-level abstract model and disregard technical details like $k$-associative caches or page sizes. We assume a cache size of $k$ pages, allow cache hits to be free (very fast cache) and penalize a cache miss with cost 1.

Paging is a natural online problem as future memory access patterns are generally not known in advance. Table 13.1 contains the most basic and well-known deterministic paging algorithms.
13.2. PAGING – DETERMINISTIC ALGORITHMS

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Strategy: Replace Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIFO</td>
<td>First In / First Out</td>
</tr>
<tr>
<td></td>
<td>which was longest in cache</td>
</tr>
<tr>
<td>LIFO</td>
<td>Last In / First Out</td>
</tr>
<tr>
<td></td>
<td>which was newest in cache</td>
</tr>
<tr>
<td>LFU</td>
<td>Least Frequently Used</td>
</tr>
<tr>
<td></td>
<td>requested least number of times</td>
</tr>
<tr>
<td>LRU</td>
<td>Least Recently Used</td>
</tr>
<tr>
<td></td>
<td>with earliest most recent request</td>
</tr>
<tr>
<td>FWF</td>
<td>Flush When Full</td>
</tr>
<tr>
<td></td>
<td>evict all pages when cache full</td>
</tr>
<tr>
<td>LFD</td>
<td>Longest Forward Distance</td>
</tr>
<tr>
<td></td>
<td>requested farthest in the future</td>
</tr>
</tbody>
</table>

Table 13.1: Deterministic paging algorithms

All algorithms given above except LFD are online algorithms. LFD is an offline algorithm because it requires knowledge of the future page access order. Furthermore, all these algorithms except FWF are called demand paging: they never evict a page unless there is a page fault. One can show that any page replacement algorithm can be modified to be demand paging without adding a cost penalty. For FWF this leads to an algorithm which evicts an arbitrary page when the cache is full.

Figure 13.2 shows a snapshot of LRU and LFD working on an example page request sequence. The current cache, with $k = 3$ in both examples, is depicted in the second row. Conceptually, LRU keeps a backwards reference to the last time each cached page was used. In the current state shown, the red page will be evicted to make room for the requested blue page, as the red page has been longest in cache, relative to the most recent access. LFD, on the over hand, is an offline algorithm and can therefore make use of the future request sequence. Each page in the cache references its next access position. When a page must be evicted, LFD can pick the page which has its next request farthest in the future. In the example, access to the green page causes a page to be evicted and because the yellow one will be requested latest of all in the cache, LFD will remove the yellow one.

A further interesting topic is how efficiently the replacement strategies can be implemented. Simplicity is a key factor for paging algorithms because long calculations would impact the fast memory’s access performance on cache misses. However, for competitive analysis of the algorithms with page faults as cost metric, the implementation complexity is immaterial.

Figure 13.2: Example of LRU and LFD paging algorithm
13.2.1 Longest Forward Distance

Competitive analysis needs an optimal offline algorithm OPT. In the case of paging algorithms this requirement can not only be met, but the optimal page eviction sequence can also be calculated easily.

**Theorem 50**

LFD is an optimal offline algorithm for paging.

**Proof.**

We prove this theorem by showing that any optimal offline algorithm OPT can be modified to act like LFD on any given page request sequence $\sigma$ without increasing the number of page faults.

This is shown via inductive application of the following claim: given any paging algorithm $\text{ALG}$ and a page request sequence $\sigma$, we can construct an offline algorithm $\text{ALG}'_i$ for any $i = 1, \ldots, |\sigma|$ so that following three properties are satisfied:

(i) $\text{ALG}'_i$ processes the first $i - 1$ paging requests exactly as $\text{ALG}$ does.

(ii) If the $i$-th request causes a page fault, then $\text{ALG}'_i$ evicts the page with longest forward distance from cache memory. So for the $i$-th request the new algorithm behaves the same as LFD.

(iii) The cost in page faults of $\text{ALG}'_i$ does not increase: $\text{ALG}'_i(\sigma) \leq \text{ALG}(\sigma)$.

If this claim holds, the theorem can be proven by applying it $n = |\sigma|$ times to any optimal offline algorithm OPT. Start by applying the claim to OPT with $i = 1$ to obtain $\text{OPT}'_1$, which acts like LFD on the first request. Then apply the claim to $\text{OPT}'_1$ with $i = 2$ to obtain $\text{OPT}'_2$ and so on. After $n$ steps the algorithm $\text{OPT}^{(n)}_n$ acts identically to LFD on the request sequence $\sigma$. The number of page fault of $\text{OPT}^{(n)}_n$ has not increased due to (iii), nor can it have decreased as OPT was already optimal.

To finish the proof, it remains to show the claim. Given a paging algorithm $\text{ALG}$, we first construct $\text{ALG}'_i$. Figure 13.3 shows an illustration of this construction.

For the first $i - 1$ requests, both algorithms must behave identically. Therefore, after the $(i - 1)$-th request the cached page sets are identical. Only after handling the $i$-th request for page $x$ these sets might differ, as $\text{ALG}'_i$ will pick the page $x$ with longest forward distance to evict. We denote the cached page set of $\text{ALG}$ after $i$ requests by $X \cup \{a\}$ and of $\text{ALG}'_i$ by $X \cup \{b\}$, where $X$ is the common page set of size $k - 1$. If $a = b$, then there was no page fault or $\text{ALG}$ already behaves like $\text{ALG}'_i$ for the $i$-th page request and all further page requests can be handled
identically. We therefore assume \( a \neq b \). For the requests following the \( i \)-th, \( \text{ALG}'_i \) shall mimic \( \text{ALG} \), except when either page \( a \) or \( b \) is requested. This strategy is possible, because both algorithms’ page sets share \( k - 1 \) pages. If at some point \( \text{ALG} \) evicts \( a \), then \( \text{ALG}'_i \) can evict \( b \) instead, and from there on both are identical. Otherwise \( b \) will be requested before \( a \), as \( a \) has longest forward distance. When \( b \) is requested, \( \text{ALG} \) must evict a page \( r \) to make room for \( b \), while \( \text{ALG}'_i \) still has \( b \) in cache. If \( r = a \), then both page sets are equal from this point on. Otherwise \( \text{ALG} \) now has \( \tilde{X} \cup \{a\} \) cached while \( \text{ALG}'_i \) has \( \tilde{X} \cup \{r\} \) with a common page set \( \tilde{X} \). Again \( \text{ALG}'_i \) can continue like \( \text{ALG} \), until eventually \( a \) is requested. At this time \( \text{ALG}'_i \) can evict \( r \) to make room for \( a \), after which both page sets are identical.

The constructed algorithm \( \text{ALG}'_i \) satisfies conditions (i) and (ii). The difficulty lies in showing (iii): \( \text{ALG}'_i \) may not suffer more page faults than \( \text{ALG} \). An additional page fault can only occur before both page sets are identical again. Both algorithms behave the same except for requests to pages \( a \) and \( b \), so both incur the same page faults for access to other pages. If \( a \neq b \), then \( \text{ALG} \) suffers a page fault when \( b \) is accessed before \( a \). \( \text{ALG} \) then evicts \( r \), while \( \text{ALG}'_i \) still holds \( r \). The page \( r \) then takes the role of \( b \). This can happen multiple times further increasing \( \text{ALG}' \)'s cost. Eventually \( a \) is requested, for which \( \text{ALG}'_i \) suffers a page fault and can then remove \( r \). This page fault is covered by the previous one when \( r \) was evicted by \( \text{ALG} \). Thus \( \text{ALG}'_i \) never suffers more page faults than \( \text{ALG} \).

13.2.2 Competitive Paging Algorithms

We now have an optimal paging algorithm \( \text{OPT} = \text{LFD} \). Of course, \( \text{LFD} \) is an offline algorithm and we now try to find the best online algorithm by competitive analysis against \( \text{LFD} \).

Of the previously represented online algorithms, two can immediately be excluded: \( \text{LIFO} \) and \( \text{LFU} \) are not competitive, as we can show that their competitive ratio \( c \) can grow infinitely large.
Let \( k \) be the cache size and \( P = \{p_1, \ldots, p_k, p_{k+1}\} \) the pages in the slow main memory. When processing the request sequence

\[
\sigma = p_1, p_2, \ldots, p_k, (p_{k+1}, p_k)^m
\]

for some integer \( m \), LIFO will first cache pages \( p_1, \ldots, p_k \). For the \((k + 1)\)-st request LIFO will evict \( p_k \) to make room for \( p_{k+1} \), which it will remove again on the \((k + 2)\)-nd request and so on. Thus LIFO will incur page faults on every request after the \( k \)-th one, in total \( 2m \), whereas LFD only suffers \( k + 1 \) page faults in total. We can therefore provide for every constant \( c \) a request sequence of length \(|\sigma| > k + c(k + 1)\), which violates definition 35.

Again let \( k \) be the cache size and \( P = \{p_1, \ldots, p_k, p_{k+1}\} \) the pages in the slow main memory. For every integer \( m \) we can consider the request sequence

\[
\sigma = p_1^m, p_2^m, \ldots, p_{k-1}^m, (p_k, p_{k+1})^m
\]

LFU will load the pages \( p_1, \ldots, p_{k-1} \) for the first \( k - 1 \) page faults. After the first \((k - 1)m \) requests however, LFU will suffer a page fault for each of the \( 2m \) following requests. For the first page fault \( p_k \), the cache still has one empty slot, but following this each request forces LFU to evict a page: \( p_k \) when \( p_{k+1} \) is requested and vice versa. Since \( m \) can be made arbitrarily large and LFD requires only \( k + 1 \) page faults, the competitive ratio of LFU is unbounded.

Following this sobering result, we show another theorem, which establishes a lower bound on the competitive ratio for any online paging algorithm.

**Theorem 51**

No deterministic online paging algorithm can achieve a better competitive ratio than \( k \), where \( k \) is the cache size.

**Proof.**

Let \( \text{ALG} \) be an online paging algorithm working on a cache size of \( k \). We show there is an arbitrarily long request sequence \( \sigma \) for which

\[
|\sigma| = \text{ALG}(\sigma) \geq k \cdot \text{LFD}(\sigma)
\]

Assume there are \( k + 1 \) pages in slow memory and that the cache already holds \( k \) pages. Thus there is always a page not in the cache. Since \( \text{ALG} \) is deterministic, a malicious page request sequence can be constructed for which each request results in a page fault: in each step a page not in cache is requested. For such a sequence \( \text{ALG}(\sigma) = |\sigma| \), whereas LFD incurs at most one page fault on every \( k \) requests: i.e. \( \text{LFD}(\sigma) \leq \frac{|\sigma|}{k} \). This is due to LFD being able to have the next \( k \) page requests in cache for each position in the sequence. Thus \( \text{ALG}(\sigma) \geq k \cdot \text{LFD}(\sigma) \) or \( \frac{\text{ALG}(\sigma)}{\text{LFD}(\sigma)} \geq k \). \( \square \)
13.2.3 Conservative Paging Algorithms

For the continued analysis of online paging algorithms in this chapter, we now refine the paging problem to allow different sizes of cache memory allotted to the online and optimal offline algorithm. In the \((h, k)\)-paging problem we compare an optimal offline algorithm working on \(h\) cache pages to an online algorithm with cache \(k \geq h\). With \(h = k\) we still include the equal cache size scenario, while for \(h < k\) we give the online algorithm the advantage of more cache memory as compensation for its lack of knowledge. This approach may lead to more realistic competitive ratios.

Note that some paging algorithms incur what is known as Bélády's anomaly: on some request sequences these algorithms suffer fewer page faults with a smaller cache size. FIFO for example is prone to this anomaly. It shows that the effects of different cache sizes can be subtle.

To conduct competitive analysis of a broader range of paging algorithms we define the following class:

**Definition 36**

A paging algorithm is called conservative if it incurs at most \(k\) page faults on any request sequence containing at most \(k\) distinct pages.

LRU, FIFO and even FWF are conservative. LFU and LIFO are not conservative, they are not even competitive. The page requests sequences in the proof of non-competitiveness are good starting points for the reader to show this observation.

We now show that all conservative paging algorithms have at least the following competitive ratio.

**Theorem 52**

Any conservative online algorithm \(\text{ALG}\), which works on a cache of size \(k\), is \(\frac{k}{k-h+1}\)-competitive to any optimal offline algorithm \(\text{OPT}\) with \(h \leq k\) pages of cache.

**Proof.**

Let \(\sigma\) be a fixed page request sequence. We first partition this sequence into phases: phase 0 is the empty sequence and for \(i > 0\) let phase \(i\) be the longest sequence of page requests following phase \(i - 1\) that contains at most \(k\) distinct pages. Such a

![Figure 13.4: The 4-phase partition of an example sequence](image-url)
partition is well-defined and called a \textbf{\textit{k-phase partition}} of \( \sigma \). It does not depend on any particular algorithm. (see \textbf{figure 13.4} for an example)

The \( k \)-phase partition is constructed so that the definition of a conservative paging algorithm can easily be applied: in each sub-sequence a conservative algorithm will have at most \( k \) page faults.

Now consider how many page faults an optimal offline paging algorithm \( \text{OPT} \) working with \( h \leq k \) cache pages can have in a \( k \)-phase (\textbf{figure 13.5} shows an illustration). Take any phase \( i \geq 1 \), then name the first page \( f \) and regard the input sequence following \( f \) up to the first request of phase \( i + 1 \), which is labeled \( g \) if it exists. An optimal paging algorithm using \( h \) cache pages will have \( h - 1 \) pages other than \( f \) in fast memory. However, since the input sequence following \( f \) contains \( k \) distinct pages, at least \( k - (h - 1) \) pages are missing from cache memory. Therefore at least \( k - h + 1 \) unavoidable page faults will occur even to \( \text{OPT} \) in the sequence following \( f \) up to and including \( g \). If the last phase contains only \( k' < k \) distinct page requests, the argument shows that at least \( k' - h + 1 \) page faults occur for \( \text{OPT} \). For competitive analysis this can be ignored, as it is only an additive constant cost.

So during each \( k \)-phase the competitive online algorithm \( \text{ALG} \) suffers at most \( k \) page faults, while for \( \text{OPT} \) at least \( k - h + 1 \) page faults occur. Therefore, we showed the following inequality for every input sequence \( \sigma \)

\[
\text{ALG}(\sigma) \leq \frac{k}{k - h + 1} \cdot \text{OPT}(\sigma) + r
\]

where \( r \leq k \) is the maximum number of page faults of \( \text{ALG} \) for the last phase. \( \square \)

We can apply this theorem to some example problems: for \( (k, k) \)-paging every conservative online algorithm, like \( \text{FIFO} \), \( \text{LRU} \) or \( \text{FWF} \), has a competitive ratio of \( k \), which we showed in \textbf{theorem 51} to be a lower bound for this problem. These online algorithms are therefore optimal in this context.

Applying \textbf{theorem 52} with \( h = \frac{k}{2} \) shows that conservative online algorithms are 2-competitive for the \( (h, 2h) \)-paging problem. The lower bound of \( k \) only applies to the special case \( (k, k) \)-paging.
13.3 Randomized Online Algorithms

In this chapter we will explore how to use randomization to avoid the lower bound of \(k\) for \((k, k)\)-paging.

Randomized algorithms are allowed to make \textit{random choices} in their online decision process. For analysis of these algorithms we view the problem as a game between an \textit{online player}, the online algorithm, and a malicious \textit{adversary}. This adversary attempts to pick a page request sequence which maximizes the competitive ratio. In the deterministic case there was just one natural adversary model, which knows both the algorithm and its current cache, and from these it could easily determine which request would lead to a page fault (\textit{theorem 51}).

For analysis of randomized algorithms we must formalize which information is available to an adversary. All adversary models assume that the algorithm itself, the current page set and the probability distributions from which the algorithm draws random choices are known. The following models distinguish between how much of the drawn random variates is known in advance and when the page request sequence must be fixed.

- An \textit{oblivious adversary} does not know the random choices and must choose the entire request sequence in advance. This is the weakest adversary as it can only exploit a-priori knowledge about the algorithm.

- An \textit{adaptive-online adversary} is allowed to determine the next page request by inspecting all random choices previously made by the online algorithm. This models an input-output scenario where the adversary receives the output and can then devise new malicious inputs. The input requests are determined \textit{online}, without knowing the future random choices.

- An \textit{adaptive-offline adversary} knows the outcome of all random choices the online algorithm is going to make in advance and can determine the page request sequence offline beforehand.

These three adversary models are also sometimes called \textit{weak}, \textit{medium} and \textit{strong} models. Randomization does not help against adaptive-offline adversaries: one can show that if there exists a \(c\)-competitive randomized online algorithm against an adaptive-offline adversary, then there also exists a deterministic \(c\)-competitive online algorithm for the same problem.

We will focus on analysis against an oblivious adversary. Since this adversary must define the page request sequence \(\sigma\) in advance, we can assign it the same cost \(\text{OPT}(\sigma)\) as an optimal deterministic paging algorithm requires on the sequence. To rank a randomized online algorithm \(\text{ALG}\) against an oblivious adversary, we need to regard \(\text{ALG}(\sigma)\) as a random variable of the possible random choices that the algorithm makes. We therefore provide
Definition 37
A randomized online algorithm ALG is called $c$-competitive against an oblivious adversary if there is a constant $\alpha$ such that for all finite input sequences $\sigma$

$$E(ALG(\sigma)) \leq c \cdot OPT(\sigma) + \alpha$$

where $E(ALG(\sigma))$ is the expected value of the random variable $ALG(\sigma)$ over all possible random choices in ALG.

Note that the randomized competitive ratio is not defined as a worst-case measure over all random choices in ALG, but is defined as the worst case over all input sequences. For the randomized competitive ratio one needs to finds the input sequence with the worst expected cost of ALG over all possible random choices. For the oblivious adversary, the input sequence does not depend on the random choices of ALG and therefore $OPT(\sigma)$ can be fixed independently of ALG’s choices.

13.3.1 Randomized Marking Algorithms

We now distinguish a special class of online paging algorithms called marking algorithms, which includes a specific randomized paging algorithm that we will analyze against an oblivious adversary.

Definition 38
We call a paging algorithm a marking algorithm, if its operations can formally be described using a one bit mark for each page of the slow memory. Initially, with an empty cache, all pages are unmarked. On request of a page, this page is marked and loaded into cache memory, if it is not already there. Only unmarked pages may be evicted if the algorithm needs to removed a page from cache. If all pages are marked and there is a page fault, then all marked pages are unmarked and one of them is evicted.

The marking/unmarking phases of this definition are similar but not identical to the $k$-phase partition used in the proof of theorem 52. Marking algorithms can only differ in the decision, which of the unmarked pages is evicted. FWF is maybe the most primitive marking algorithm, as it just evicts all unmarked pages on a page fault requiring page eviction. More elaborately, LRU is also a marking algorithm and it picks the unmarked page least recently used. FIFO is not a marking algorithm.

For competitive analysis we target RMARK, which is the marking algorithm that evicts an unmarked page chosen uniformly at random when required.
In context of the following analysis we need a common definition: for any \( k \in \mathbb{N}_1 \) the \( k \)-th harmonic number \( H_k \) is defined as
\[
H_k = \sum_{i=1}^{k} \frac{1}{i} = 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{k}
\]
The harmonic number can be bounded by \( \ln k < H_k \leq 1 + \ln k \) for all \( k \geq 1 \).

**Theorem 53**
The randomized paging algorithm RMARK is \((2H_k)\)-competitive against an oblivious adversary.

**Proof.**
We again look at the \( k \)-phase partition of a fixed request sequence \( \sigma \) and analyze the expected number of page faults in phase \( i \) for RMARK. At the beginning of phase \( i \) there are \( k \) pages in cache as requested in phase \( i - 1 \). We call these pages *old*, whereas pages that are requested in phase \( i \), but not in phase \( i - 1 \), are labeled as *new*. Every page in phase \( i \) is either old or new, let \( m_i \) be the number of new pages. Access to each of the \( m_i \) new pages must result in a page fault, whereas old pages may still be in the cache from the previous phase. Consecutive accesses to the same old or new pages do not incur any further page faults and we can therefore concentrate on distinct page requests. The worst possible order of page requests for the online algorithm is first all new pages followed by the old pages (see Figure 13.6), because each new page request evicts an old page which might be used later. The online algorithm, however, cannot take into account which of the old pages will be requested.

So there are \( m_i \) unavoidable page faults for the new pages, which are marked and therefore cannot be evicted in this phase. We need to determine the expected value of page faults for the \( k - m_i \) old pages. For this consider the probability that the \( j \)-th old page is still in the cache when it is first requested: since it is unmarked it must be one of the \( k - m_i - (j - 1) \) unmarked old pages in the cache (there are only \( k - m_i \) slots for old pages and \( j - 1 \) are already taken). Dividing this by the total number of unmarked old pages \( k - (j - 1) \) in this request sequence (including those not requested) yields the probability of a cache hit for the \( j \)-th old
page. So, the probability for the $j$-th old page to cause a page fault is

$$1 - \frac{k - m_i - (j - 1)}{k - (j - 1)} = \frac{m_i}{k - (j - 1)}$$

To get the expected number of faults in phase $i$, we sum over all old pages:

$$m_i + \sum_{j=1}^{k-m_i} \frac{m_i}{k - j + 1} = m_i + m_i \left( \frac{1}{k} + \frac{1}{k - 1} + \cdots + \frac{1}{m_i + 1} \right)$$

$$= m_i + m_i(H_k - H_{m_i}) = m_i(H_k - H_{m_i} + 1) \leq m_i H_k$$

If we say the request sequence $\sigma$ has $N$ phases, then we get

$$E(RMARK(\sigma)) \leq H_k \sum_{i=1}^{N} m_i$$

We now have an upper bound for the cost of RMARK, to complete the competitive analysis we require a lower bound on $OPT(\sigma)$. Here we need to look at two adjacent phases $i - 1$ and $i$. Since there are $m_i$ new pages in phase $i$, there must be at least $k + m_i$ distinct pages in the request sequence consisting of phases $i - 1$ and $i$. Thus in phase $i - 1$ and $i$ even $OPT$ must incur at least $m_i$ page faults. Hence, we have the following lower bound.

$$OPT(\sigma) \geq \frac{1}{2} \sum_{i=1}^{N} m_i$$

By dividing the two bounds we can calculate a randomized competitive ratio of RMARK:

$$\frac{E(RMARK(\sigma))}{OPT(\sigma)} \leq \frac{H_k \sum_{i=1}^{N} m_i}{\frac{1}{2} \sum_{i=1}^{N} m_i} = 2H_k$$

So with RMARK we have a simple randomized algorithm with a competitive ratio of $2H_k$. Note that $H_k$ is usually a lot smaller than $k$ (for example $H_8 \approx 2.72$), therefore even this crude randomized algorithm can be better in practice than LRU or FIFO, and probably is even easier to implement.

### 13.3.2 Lower Bound for Randomized Paging Algorithms

We now consider whether it is possible to design a randomized paging algorithm, that has a better competitive ratio than RMARK. This is indeed possible but more complicated. Instead we show a lower bound for the competitive ratio for any randomized paging algorithm.
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\[ E(ALG) \geq \frac{1}{k-j+1} \]

Figure 13.7: Eight sub-phases of a (super-)phase each containing some marked pages and one new unmarked page

**Theorem 54**

No randomized online paging algorithm working with cache size \( k \) and slow memory size \( N \geq k + 1 \) can have a better competitive ratio than \( H_k \) against an oblivious adversary.

**Proof.**

Let \( ALG \) be a randomized online algorithm with \( k \) cache pages and \( N = k + 1 \) pages in slow memory. Since an oblivious adversary must construct the request sequence in advance, we must devise a method which yields a sequence that results in a competitive ratio of \( H_k \) for any \( ALG \), then the competitive ratio, as a worst-case measure over all sequences, is greater for all possible algorithms. The adversary knows about the algorithm’s randomization mechanism and can therefore maintain a probability vector \((p_1, \ldots, p_N)\), where \( p_i \) is the probability for page \( i \) of the slow memory to not be in the current cache set. This vector can be calculated by the adversary offline using the probability distributions in \( ALG \) for each position in the request sequence iteratively, while \( \sum_{i=1}^{N} p_i = 1 \) holds in each step. Thus the expected cost for a request to page \( i \) is \( p_i \).

We continue to construct a malicious sequence based on the \( k \)-phase partition schema used in the proof to theorem 52. In each phase \( ALG \) will suffer at least \( H_k \) page faults, while OPT can have \( k - 1 \) pages in cache and incurs only 1 page fault. This then results in a competitive ratio of at least \( \frac{H_k}{1} \). To construct the phases, the adversary uses a “reverse” marking algorithm and thus must store the set of currently marked pages.

Each phase starts with all pages unmarked. During the phase all \( k \) pages will be accessed at least once and thereby marked. The trick is to use the probability vector to increase the expected number of page faults between two accesses to unmarked pages. This is possible because there are \( k + 1 \) pages in total.

Each \( k \)-phase is composed of \( k \) sub-phases, which in turn are composed of zero or more requests to marked pages already in cache and terminate with one request to an unmarked page, which may or may not be in cache (see Figure 13.7). At the start of the \( j \)-th sub-phase there are exactly \( k - (j - 1) \) unmarked pages. As each sub-phase increases the number of marked pages by one, thus at the end of the
$k$-th sub-phase all will become unmarked again and a new (super-)phase begins with one marked and $k$ unmarked pages ($N = k + 1$). If we can ensure that the expected cost of ALG for sub-phase $j$ is $\frac{1}{k-j+1}$, then the total expected cost for phase $i$ would be

$$\sum_{j=1}^{k} \frac{1}{k-j+1} = \frac{1}{k} + \frac{1}{k-1} + \cdots + \frac{1}{1} = H_k$$ (13.1)

At the start of the $j$-th sub-phase the set of marked pages $M$ has cardinality $j$, while the set of unmarked pages $U$ contains $(k + 1) - j$ items. Consider $\gamma := \sum_{i \in M} p_i$, which is the total probability of any marked page not being in the cache. If $\gamma = 0$, there is an unmarked page $a \in U$ with $p_a \geq \frac{1}{k+1-j}$ as $|U| = k+1-j$. By requesting this page the expected cost can be met and the sub-phase ended. Otherwise with $\gamma > 0$, there exists a marked page $m$ with $p_m > 0$. Let $\varepsilon := p_m$ and request this page as the first in the sub-phase. Then generate subsequent requests to marked pages using following loop:

While the expected cost for ALG is less than $\frac{1}{k+1-j}$ and $\gamma > \varepsilon$, request the marked page $x$ with maximal probability $p_x$.

The expected cost for ALG increases with each iteration of the loop as $p_x > 0$, so the loop must terminate. (Actually, each additional request contributes at least $\frac{\gamma}{|M|} > \frac{\varepsilon}{|M|} > 0$ cost, because $\gamma > \varepsilon$.) If the loop terminates with expected cost $\geq \frac{1}{k+1-j}$, then the adversary can pick any unmarked page to end the sub-phase. If, however, the loop terminates with expected cost $< \frac{1}{k+1-j}$, then $\gamma \leq \varepsilon$ must have been the reason. In this case the adversary must request the unmarked page $b$ with maximal $p_b$, for which $p_b \geq \frac{1-\gamma}{|U|} = \frac{1-\gamma}{k+1-j}$. The total expected cost for ALG is in this case $\varepsilon + p_b$, which is

$$\varepsilon + p_b \geq \varepsilon + \frac{1-\gamma}{k+1-j} \geq \varepsilon + \frac{1-\varepsilon}{k+1-j} \geq \frac{1}{k+1-j}$$

Thus the total expected cost for any sub-phase is $\geq \frac{1}{k+1-j}$ and therefore for the whole phase at least $H_k$ (due to eq. [13.1]). The variable $\varepsilon$ is used as an arbitrary bound to the number of marked pages requested.

In each phase the expected cost for ALG is at least $H_k$, while the cost for OPT is at most 1. Thus the competitive ratio of ALG is at least $H_k$. Since we did not make any assumption about how ALG works on the page request sequence, this lower bound holds for all randomized online paging algorithms. $\square$

This closes these chapters on competitive analysis of online algorithms. We have shown many analytic results that tend to be very pessimistic about competitive
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performance. But keep in mind that this performance is always against a much more powerful, optimal offline algorithm. The results of these optimal algorithms are often also not easy to come by. In practice the best paging algorithms are LRU and RMARK (see figure 8.1 in [11]).

In spite of these disadvantages, competitive analysis is a solid foundation to give guarantees on the worst-case performance of online algorithms.
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